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Workshop Overview1

THE SCIENCE AND APPLICATIONS OF MICROBIAL GENOMICS:  
PREDICTING, DETECTING, AND TRACKING 

NOVELTY IN THE MICROBIAL WORLD

Over the past several decades, new scientific tools and approaches for de-
tecting microbial species have dramatically enhanced our appreciation of the 
diversity and abundance of the microbiota and its dynamic interactions with 
the environments within which these microorganisms reside. The first bacterial 
genome2 was sequenced in 1995 and took more than 13 months of work to com-
plete. Today (2012), a microorganism’s entire genome can be sequenced in a few 
days. Much as our view of the cosmos was forever altered in the 17th century with 
the invention of the telescope (Nee, 2004), these genomic technologies, and the 
observations derived from them, have fundamentally transformed our apprecia-
tion of the microbial world around us.

Nucleic acid sequencing technologies now provide access to the previously 
“unculturable”—and thus, undetected—microorganisms that comprise the ma-
jority of microbial life. Rapid and inexpensive sequencing platforms make it 

1   The planning committee’s role was limited to planning the workshop, and the workshop summary 
has been prepared by the workshop rapporteurs (with the assistance of Pamela Bertelson, Rebekah 
Hutton, and Katherine McClure) as a factual summary of what occurred at the workshop. Statements, 
recommendations, and opinions expressed are those of individual presenters and participants, and are 
not necessarily endorsed or verified by the Institute of Medicine, and they should not be construed 
as reflecting any group consensus. 

2   For the purposes of this summary, the genome is defined as the complete set of genetic informa-
tion in an organism. In bacteria, this includes the chromosome(s) and plasmids (extrachromosomal 
DNA molecules that can replicate autonomously within a bacterial cell) (Pallen and Wren, 2007).
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commonplace to sort through the genomes of dozens of strains of a single mi-
crobial species or to conduct “metagenomic” analyses of vast communities of the 
microbiota from a wide variety of environments. These technical advancements 
and concurrent investments in the fields of microbial ecology, evolution, foren-
sics, and epidemiology have transformed our ability to use genomic sequence 
information to explore the origins, evolution, and catalysts associated with his-
torical, emergent, and reemergent disease outbreaks. The ability to “read” the 
nucleic acid sequence of microbial genomes has provided important insights into 
this previously hidden, unculturable world by revealing the vast diversity and 
complexity of microbial life around us, and their myriad interactions with their 
abiotic and biotic environmental niches.

Recent examples of the use of “whole genome” sequencing to investigate 
outbreaks of emerging, reemerging, and novel infectious diseases illustrate the 
potential of these methods for enhancing disease surveillance, detection, and 
response efforts. Using slight sequence differences between isolates to discrimi-
nate between closely related strains, investigators have tracked the evolution of 
isolates in a disease outbreak, traced person-to-person transmission of a com-
municable disease, and identified point sources of disease outbreaks. When ge-
nomic information about related strains or past disease outbreaks is available, the 
genome sequence of outbreak strains has proved useful in identifying factors that 
may contribute to the emergence, virulence, or spread of pathogens, as well as 
in speeding diagnostic tool development. In a recent development, fast genome 
sequencing was used to halt the spread of a methicillin-resistant Staphylococcus 
aureus (MRSA) infection in a neonatal ward in a hospital in Cambridge, United 
Kingdom (Harris et al., 2012)

Statement of Task

On June 12 and 13, 2012, the Institute of Medicine’s (IOM’s) Forum on 
Microbial Threats convened a public workshop in Washington, DC, to discuss the 
scientific tools and approaches being used for detecting and characterizing mi-
crobial species, and the roles of microbial genomics and metagenomics to better 
understand the culturable and unculturable microbial world around us.3 Through 
invited presentations and discussions, participants examined the use of microbial 
genomics to explore the diversity, evolution, and adaptation of microorganisms in 

3   A public workshop will be held to explore new scientific tools and methods for detecting and 
characterizing microbial species and for understanding the origins, nature, and spread of emerging, 
reemerging, and novel infectious diseases of humans, plants, domestic animals, and wildlife. Topics 
to be discussed may include microbial diversity, evolution, and adaptation; microbial genomic, epi-
demiology, and forensic tools and technologies; infectious disease detection and diagnostic platforms 
in clinical medicine, veterinary medicine, plant pathology, and wildlife epidemiology; development of 
microbial genomic and proteomic databases; and strategies for predicting, mitigating, and responding 
to emerging infectious diseases.
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a wide variety of environments; the molecular mechanisms of disease emergence 
and epidemiology; and the ways that genomic technologies are being applied 
to disease outbreak trace back and microbial surveillance. Points that were em-
phasized by many participants included the need to develop robust standardized 
sampling protocols, the importance of having the appropriate metadata (e.g., 
the sequencing platform used, sampling information, culture conditions), data 
analysis and data management challenges, and information sharing in real time.

Organization of the Workshop Summary

This workshop summary was prepared by the rapporteurs for the Forum’s 
members and includes a collection of individually authored papers and com-
mentary. Sections of the workshop summary not specifically attributed to an 
individual reflect the views of the rapporteurs and not those of the members of 
the Forum on Microbial Threats, its sponsors, or the IOM. The contents of the 
unattributed sections of this summary report provide a context for the reader to 
appreciate the presentations and discussions that occurred over the 2 days of this 
workshop.

The summary is organized into sections as a topic-by-topic description of 
the presentations and discussions that took place at the workshop. Its purpose is 
to present information from relevant experience, to delineate a range of pivotal 
issues and their respective challenges, and to offer differing perspectives on the 
topic as discussed and described by the workshop participants. Manuscripts and 
reprinted articles submitted by some but not all of the workshop’s participants 
may be found, in alphabetical order, in Appendix A.

Although this workshop summary provides a distillation of the individual 
presentations, it also reflects an important aspect of the Forum’s philosophy. The 
workshop functions as a dialogue among representatives from different sectors 
and disciplines and allows them to present their views about which areas, in 
their opinion, merit further study. This report only summarizes the statements of 
participants over the course of the workshop. This summary is not intended to be 
an exhaustive exploration of the subject matter, nor does it represent the findings, 
conclusions, or recommendations of a consensus committee process.

GLIMPSES OF THE MICROBIAL WORLD

Microbiologists investigate a largely hidden world, laboring to understand the 
structure and function of organisms that are essentially invisible to the naked eye. 
Critical methodological advances—from microscopy through metagenomics—
have made the staggering diversity of the microbial worlds on this planet easier 
to study and have brought them into focus (Table WO-1). Over the past several 
centuries, these approaches have provided ever-expanding views of the extraor-
dinary organismal, metabolic, and environmental diversity of microorganisms.
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TABLE WO-1 Some Major Methods for Studying Individual Microbes Found 
in the Environment

Method Summary Comments

Microscopy Microbial phenotypes can be studied 
by making them more visible. In 
conjunction with other methods, 
such as staining, microscopy can 
also be used to count taxa and make 
inferences about biological processes.

The appearance of microbes is not 
a reliable indicator of what type of 
microbe one is looking at.

Culturing Single cells of a particular microbial 
type are grown in isolation from other 
organisms. This can be done in liquid 
or solid growth media.

This is the best way to learn about 
the biology of a particular organism. 
However, many microbes are uncultured 
(i.e., have never been grown in the lab in 
isolation from other organisms) and may 
be unculturable (i.e., may not be able to 
grow without other organisms).

rRNA-PCR The key aspects of this method are the 
following: (a) all cell-based organisms 
possess the same rRNA genes (albeit 
with different underlying sequences); 
(b) PCR is used to make billions of 
copies of basically each and every 
rRNA gene present in a sample; this 
amplifies the rRNA signal relative to 
the noise of thousands of other genes 
present in each organism’s DNA; (c) 
sequencing and phylogenetic analysis 
places rRNA genes on the rRNA tree 
of life; the position on the tree is used 
to infer what type of organism (a.k.a. 
phylotype) the gene came from; and 
(d) the numbers of each microbe type 
are estimated from the number of 
times the same rRNA gene is seen.

This method revolutionized microbiology 
in the 1980s by allowing the types and 
numbers of microbes present in a sample 
to be rapidly characterized. However, 
there are some biases in the process that 
make it not perfect for all aspects of 
typing and counting.

Shotgun 
genome 
sequencing 
of cultured 
species

The DNA from an organism is  
isolated and broken into small 
fragments, and then portions of  
these fragments are sequenced, usually 
with the aid of sequencing machines. 
The fragments are then assembled into 
larger pieces by looking for overlaps 
in the sequence each possesses. The 
complete genome can be determined 
by filling in gaps between the larger 
pieces.

This has now been applied to over 1,000 
microbes, as well as some multicellular 
species, and has provided a much 
deeper understanding of the biology 
and evolution of life. One limitation is 
that each genome sequence is usually a 
snapshot of one or a few individuals. 
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TABLE WO-1 Continued

SOURCE: Eisen (2007).

Method Summary Comments

Metagenomics DNA is directly isolated from an 
environmental sample and then 
sequenced. One approach to doing this 
is to select particular pieces of interest 
(e.g., those containing interesting 
rRNA genes) and sequence them. An 
alternative is ESS, which is shotgun 
genome sequencing as described 
above, but applied to an environmental 
sample with multiple organisms, rather 
than to a single cultured organism.

This method allows one to sample the 
genomes of microbes without culturing 
them. It can be used both for typing and 
counting taxa and for making predictions 
of their biological functions.

5

There are three recognized domains of life: the Archaea, the bacteria, and the 
eukarya. Microorganisms are now recognized as the primary source of diversity 
for life on Earth and its inhabitants (Figure WO-1). Even more astonishing, per-
haps, is what still remains to be discovered about the microbiota on this planet. 
As Fraser et al. (2000) have observed, “The genetic, metabolic and physiological 
diversity of microbial species is far greater than that found in plants and animals. 
The diversity of the microbial world is largely unknown, with less than one-half 
of 1% of the estimated 2–3 billion microbial species identified [emphasis added].” 
Moreover, while there are well over 10 million species of “known” bacteria only 
a few thousand have been formally described (Eisen, 2007). With the advent 
of genomic technologies, we are entering a new era of scientific discovery that 
holds great promise for revealing the breadth of diversity and depth of complexity 
inherent to the microbial world.

From Animalcules to Germs

Until just over 300 years ago, the microscopic world that we share the 
planet with was largely unseen and unknown. In the 17th century, Antonie van 
Leeuwenhoek provided the first detailed glimpses of the “animalcules” in the mi-
crobial world when he developed viewing techniques and magnifying lenses with 
sufficient power to see microorganisms. Van Leeuwenhoek obtained these organ-
isms, as illustrated in Figure WO-2, from a variety of environmental sources, 
ranging from rain and pond water to plaque biofilms scraped from teeth. Their 
simple morphologies prevented the precise identification and classification of 
these organisms, but through detailed descriptions and illustrations in his letters 
to the Royal Society of England, van Leeuwenhoek brought the invisible world 
of microscopic life forms to the attention of scientists (Handlesman, 2004).
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FIGURE WO-1 Universal tree of life based on a comparison of nucleic acid (RNA) 
sequences found in all cellular life (small subunit ribosomal RNA). “A sobering aspect of 
large-scale phylogenetic trees such as that shown in Figure WO-1 is the graphical realiza-
tion that most of our legacy in biological science, historically based on large organisms, 
has focused on a narrow slice of biological diversity. Thus, we see that animals (repre-
sented by Homo), plants (Zea), and fungi (Coprinus) (see blue arrows) constitute small and 
peripheral branches of even eukaryotic cellular diversity” (Cracraft and Donoghue, 2004).
NOTE: The scale bar corresponds to 0.1 changes per nucleotide position.
SOURCE: From  Pace, N. R. 1997. A Molecular View of Microbial Diversity and the 
Biosphere. Science 276:734-740. Reprinted with permission from AAAS.
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Careful observation of microorganisms by scientists such as Louis Pasteur 
revealed the connections between microorganisms and practical phenomena. The 
production of beer and vinegar, for example, depended upon the presence of yeast 
for the conversion of sugar to alcohol and the fermentation of alcohol into acetic 
acid, respectively. Until the development of standardized culturing techniques in 
the late 19th century researchers could do little more than observe these creatures 
as a mixture of organisms in complex matrices. Pasteur also examined the con-
nections between microorganisms and diseases of plants, animals, and humans, 
becoming an early proponent of the “germ theory” of disease (de Kruif, 1926).

In 1884, Robert Koch and Friedrich Loeffler formalized the germ theory of 
disease by outlining a series of tests designed to determine whether a specific 
microorganism was the causative agent of a specific disease. These tests, known 
as Koch’s postulates (Box WO-1), required the isolation and propagation of 
“pure cultures” of microorganisms. Koch initially applied these tests to establish 
the infectious etiology of anthrax and tuberculosis (de Kruif, 1926). Using these 
techniques, researchers could conduct experimental investigations of specific 
microorganisms under controlled conditions.

FIGURE WO-2 First glimpses of the microbial world. Panel A, Antonie van Leeuwenhoek 
was probably the first person to observe live microorganisms. Panel B, van Leeuwenhoek’s 
drawings of “animalcules” from the human mouth.
SOURCE: Dobell (1932).

Our current understanding of microbe–host interactions have been influenced 
by more than a century of research, sparked by the germ theory of disease and 
rooted in historic notions of contagion that long preceded the research and intel-
lectual syntheses of Pasteur and Koch in the 19th century (Lederberg, 2000). The 
success of this approach to the identification of the microbial basis of disease 
launched generations of “microbe hunters” who began a systematic search for 
disease-causing microbes that could be isolated and cultured under controlled 
laboratory conditions. Their work set a new course for the study and treatment of 
infectious disease-causing organisms. The “power and precision” of their studies 
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using pure culture established these methods as the standard laboratory microbiol-
ogy technique (Lederberg, 2000). At the same time, this disease-centric approach 
to microbe discovery has, for the past century and a half, not only influenced our 
collective perceptions of what microbes do “to” rather than “for” their hosts but 
also biased the database of the tree of life to one that, until relatively recently, 
has been focused almost entirely on disease-causing, culturable microorganisms.

This pathogen-centric bias attributed disease entirely to the actions of in-
vading microorganisms, thereby drawing battle lines between “them” and “us,” 
the injured hosts (Casadevall and Pirofski, 1999). Although it was recognized in 
Koch’s time that some microbes did not cause disease in previously exposed hosts 
(e.g., milk maids who had been exposed to cowpox did not become infected with 
smallpox), the fact that his postulates could not account for microbes that did not 
cause disease in all hosts was not generally appreciated until the arrival of vac-
cines and the subsequent introduction of immunosuppressive therapies in the 20th 
century (Casadevall and Pirofski, 1999; Isenberg, 1988). By then, the paradigm 
of the systematized search for the microbial basis of disease, followed by the 
development of antimicrobial and other therapies to eradicate these pathogenic 
agents, had been firmly established in clinical practice.

BOX WO-1 
Koch’s Postulates

1.  The parasite occurs in every case of the disease in question and under cir-
cumstances that can account for the pathological changes and clinical course 
of the disease.

2.  The parasite occurs in no other disease as a fortuitous and nonpathogenic 
parasite.

3.  After being fully isolated from the body and repeatedly grown in pure culture, 
the parasite can induce the disease anew.

SOURCES: Fredericks and Relman (1996), Koch (1891), and Rivers (1937).

THE CULTIVATION BOTTLENECK, GENOMICS, 
AND THE UNIVERSAL TREE OF LIFE

In the 1950s and 1960s this focus on a few easily cultured organisms pro-
duced an explosion of information about microbial physiology and genetics that 
overshadowed efforts to understand the ecology and diversity of the microbial 
world (Pace, 1997). As the workhorses of the emerging field of molecular biol-
ogy bacteria, such as Escherichia coli and Bacillus subtilis and their viruses 
(bacteriophages) became perhaps some of the best characterized microorganisms 
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in biological research. While a rich source of discovery and knowledge, this fo-
cus on readily cultured organisms limited most researchers’ appreciation of the 
diversity and ubiquity of microbial life.

FIGURE WO-3 The great plate count anomaly.
SOURCE: Lewis (2011). Figure by Kim Lewis, Courtesy of Moselio Schaechter, Small 
things Considered, The Microbe Blog.

The predisposition toward discovery, isolation, and characterization of mi-
croorganisms that could be readily cultured4 in the laboratory is known as the 
“cultivation bottleneck” and is evident in the substantial difference in population 
counts of microorganisms present in a sample depending on whether they are con-
ducted using microscopy or culturing techniques—a phenomenon known as the 
“great plate anomaly” (see Figure WO-3). This difference is attributed to the fact 
that the vast majority of microorganisms, 99 percent by some estimates, cannot be 
isolated and cultured5 using standard laboratory techniques (Handelsman, 2004).

4   The ease of isolation and culturing of certain organisms reflects an organism’s ability to grow 
rapidly into colonies on high-nutrient artificial growth media, typically under aerobic conditions. This 
had led some to characterize these species as the “weeds” of the microbial world (Hugenholtz, 2002).

5   Microorganisms may be unculturable because of the inability to replicate important nutritional 
or environmental requirements for growth, including the services provided by other microorganisms 
that may be present in natural settings.
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SEQUENCE-BASED DETECTION AND DISCOVERY

Pace and colleagues (1985) used sequence-based methods to investigate the 
composition of all constituents of the microbial biosphere. These culture-indepen-
dent surveys led to the discovery of previously unknown and diverse lineages of 
organisms from habitats across the Earth, including bacterial and parasitic patho-
gens in the human body (Handelsman, 2004; Pace, 1997; Relman et al., 1990; 
Santamaria-Fries et al., 1996). The polymerase chain reaction6 (PCR) technique, 
developed in 1983 by Kary Mullis, aided these studies by allowing researchers 
to easily amplify single copies of a particular DNA sequence into thousands or 
millions of copies. This advance enabled investigators to rapidly and comprehen-
sively catalog the diversity of life forms in the microbial world. Initial molecular 
phylogeny studies demonstrated that this “unseen world” of microorganisms 
could be studied and confirmed that the number of organisms represented in the 
unculturable world far exceeded the size of the culturable world.

While culture-based techniques remain the gold standard for disease de-
tection, outbreak investigations, and infectious disease epidemiology, over the 
past several decades a range of sequence-based methods—including broad-
range PCR, high-throughput sequencing technologies, microarrays, and shotgun 
metagenomics—have been applied to improve the detection and discovery of 
pathogens and other microorganisms. rRNA gene sequences may also be used to 
phylogenetically identify microbes that are otherwise uncharacterizable by other 
methods and approaches.

Broad-Range PCR

Some conserved genes and their encoded molecules have properties that 
render them useful as “molecular clocks.” These conserved genes, such as the 
16S rRNA gene in bacteria, can be amplified from any member of a phylogenetic 
group using consensus primers.7 The sequences of the amplified, intervening gene 
regions with variable composition are then determined, in order to identify known 
or previously uncharacterized members of the group, and their evolutionary rela-
tionships to all other organisms revealed. This approach has been used to discover 
previously uncharacterized bacterial, viral, and parasitic pathogens (Nichol et al., 
1993; Relman, 1993, 1999, 2011; Relman et al., 1990, 1992).

6   The polymerase chain reaction (PCR) is a biochemical technology in molecular biology that 
amplifies a single or a few copies of a piece of DNA across several orders of magnitude, generating 
thousands to millions of copies of a particular DNA sequence.

7   Primers whose sequences are found in all known, and presumably unknown, members of the 
group.
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High-Throughput Sequencing Technologies8

Nucleic acid sequencing technologies have dramatically enhanced our un-
derstanding of the diversity of the microbiota and their dynamic interactions with 
the environments they reside in. The genomes of thousands of organisms from all 
three domains of life, as well as those of quasi-life forms such as viruses, have 
been sequenced. Metagenomics has taken this approach a step further by catalog-
ing the genomic components of microbes living in complex environmental ma-
trices, from soil samples, to the ocean, coral reefs, and the human body (Mardis, 
2008). The conventional or first-generation technology of automated Sanger 
sequencing produced all of the early microbial sequence data. Next-generation9 
sequencing technologies, which were introduced in 2005, have decreased the cost 
and time necessary for sequence production.

Sequence data have been used for a number of applications, including:

•	 De novo assembly of entire genomes to produce primary genetic se-
quences and to support the detailed genetic analysis of an organism.

•	 Whole	genome	“resequencing”	for	the	discovery	of	variants	that	differ	in	
sequence to known genome sequences of a closely related strain.

•	 Species	classification	and	the	identification	of	predicted	coding	sequences	
and novel gene discovery in genomic surveys of microbial communities 
(metagenomics).

•	 “Seq-based”	assays	that	determine	the	sequence	content	and	abundance	of	
mRNAs, non-coding RNAs, and small RNAs (collectively called RNA-
seq); or measure genomewide profiles of DNA-protein complexes (ChIP-
seq), methylation sites (methyl-seq), and DNase I hypersensitivity sites 
(DNase-seq) (Metzker, 2010).

Microarrays

Microarray technology runs the gamut from assays that contain hundreds 
to those containing millions of probes. Probes can be designed to distinguish 
differences in sequence variation that allow for pathogen speciation, or to detect 
thousands of agents across the tree of life. Arrays comprising longer probes 
(e.g., > 60 nucleotides) are more tolerant of sequence mismatches and may de-
tect agents that have only modest similarity to those already known. Two longer 
probe array platforms are in common use for viral detection and discovery: the 

8  These are large-scale methods to purify, identify, and characterize DNA, RNA, proteins, and other 
molecules. These methods are usually automated, allowing rapid analysis of very large numbers of 
samples. http://www.learner.org/courses/biology/glossary/through_put.html (accessed November 13, 
2012).

9   As more advanced technologies are introduced, these technologies are sometimes referred to as 
“second generation” technologies. Nearly all current sequencing is “next generation” (i.e., not Sanger 
methodology).
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GreeneChip and the Virochip. Although they differ in design, both employ ran-
dom amplification strategies to allow a relatively unbiased detection of microbial 
targets.

Shotgun Metagenomics

In 1995, The Institute for Genomic Research (TIGR) used a “shotgun se-
quencing” strategy coupled with Sanger sequencing and advanced bioinformatics 
methods to produce the first whole genome sequence of a free-living organism, 
Haemophilus influenzae10 (Fleischmann et al., 1995). Shotgun sequencing refers 
to the fragmentation of an organism’s genome into small pieces that can then be 
sequenced in parallel using automated sequencing platforms. It is now used rou-
tinely for producing whole genome sequences. Individual sequence fragments are 
then additively assembled into larger units (known as “contigs”) of the genome. 
The resulting “draft” typically represents more than 99 percent of the genome 
(Pallen and Wren, 2007). Draft sequence data may be sufficient for surveying 
species and metabolic diversity in communities of microorganisms that cannot be 
grown in culture, or for comparative studies if a complete sequence is available 
for a closely related strain or species and can be used to order and orient contigs 
(Fraser et al., 2002).

Finishing a genome-sequencing project is a costly and time-consuming pro-
cess in which gaps in the assembly are closed and sequence errors are resolved. 
For this reason, many sequences are left in draft form (MacLean et al., 2009). 
Finished sequences provide complete genomic information, including the overall 
organization of a genome and the presence of particular genes on plasmids versus 
chromosomes (Fraser et al., 2002).

Improvements in sequencing methods and the development of automated 
systems have contributed to significant decreases in the cost and time it takes 
to produce a completed genome. The genome of Haemophilus influenzae Rd 
required 13 months of work. Today, draft bacterial genomes can be sequenced 
in days. In addition, the cost of sequencing the human genome has dropped by 
three orders of magnitude, from about $1 million per genome to about $1,000 
(JASON, 2010; Figure WO-4). Over the past several decades these advances have 
led to a proliferation of genome sequencing projects of bacteria, eukaryotes, and 
of entire microbial communities (metagenomes) that have resulted in a number 
of completed genomes for a variety of microorganisms (Figure WO-5).

10  The Haemophilus influenzae genome was selected for its genome size (1.8 million base pairs), 
which was typical for bacteria, its G + C base composition (38 percent) was close to that of the human 
genome, and the fact that a physical clone map did not exist. 
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Viral Diversity Discovery

Studies of viral diversity and genomics have only recently come into their 
own. Because there is no single gene that is common to all viral genomes, “total 
uncultured viral diversity cannot be monitored using approaches analogous to ri-
bosomal DNA profiling” (Edwards and Rohwer, 2005). The introduction of high-
throughput sequencing and metagenomic analyses are now providing insights 
into the composition and diversity of cultured viral species and environmental 
viral communities. These analyses are still limited by current capacity to match 
sample sequences to sequences stored in databases, but the initial efforts have 
demonstrated that we have only begun to scratch the surface of virus discovery 
(Lipkin, 2010; Figure WO-6).

FIGURE WO-4 The improvements in DNA sequencing efficiency over time. Costs 
excludes equipment and personnel.
SOURCE: JASON (2010).

MICROBIOLOGY IN THE POST-GENOMIC ERA

As of mid-2011, complete genome sequences had been published for 1,554 
bacterial species (the majority of which are pathogens), 112 archaeal species, and 
2,675 virus species. Within these species, sequences exist for tens of thousands 
of strains; there are approximately 40,000 strains of flu viruses and more than 
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FIGURE WO-5 Genome projects and complete genomes since 1995. Panel A shows a 
cumulative plot of the number of genome projects (involving microbial [bacterial and ar-
chaeal], eukaryotic, and viral genomes) and metagenome projects, according to the release 
year at the National Center for Biotechnology Information since 1995. Panel B shows the 
number of completed microbial genome sequences according to year (the most recent data 
were collected on April 21, 2011).
SOURCE: Relman (2011). From The New England Journal of Medicine, David A. Relman, 
Microbial Genomics and Infectious Diseases, 365, 347-357. Copyright © 2011 Massachu-
setts Medical Society. Reprinted with permission from Massachusetts Medical Society.
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300,000 strains of HIV, for example (Relman, 2011). As the fidelity and resolu-
tion of nucleic acid sequencing technologies have improved, so has the ability of 
investigators to explore the diversity and predicted function of microorganisms 
and the composition and dynamics of the communities they form. These advances 
offer the hope that we can one day channel some of the activities of microorgan-
isms for improvements to the health and well-being of plants, animals, humans, 
and ecosystems.

FIGURE WO-6 Growth of the viral sequence database mapped to seminal discoveries 
and improvements in sequencing technology.
SOURCE: (2010) Copyright © American Society for Microbiology, Lipkin, W. 
I.(2010). Microbe Hunting. Microbiology and Molecular Biology Reviews 74 (3):363-
377:doi:10.1128/MMBR.00007-10. Reproduced with permission from American Society 
for Microbiology.

USE OF WHOLE GENOME SEQUENCING 
IN OUTBREAK INVESTIGATIONS

Recent examples, discussed below, of the use of whole genome sequencing 
to investigate outbreaks of emerging, reemerging, and novel infectious diseases 
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illustrate the potential of these methods for enhancing disease surveillance, detec-
tion, and response efforts. Using slight sequence differences between isolates to 
discriminate between closely related strains, investigators have tracked the evolu-
tion of isolates in a disease outbreak; traced person-to-person transmission; and 
identified point sources of disease outbreaks. When genomic information about 
related strains or past disease outbreaks is available, the genome sequence of 
outbreak strains has proved useful in identifying factors that may contribute to the 
emergence, virulence, or spread of pathogens, as well as in speeding diagnostic 
tool development. For example:

•	 Investigators used genomic sequencing to investigate, and find the source 
for, the cholera outbreak in Haiti in 2010, a disease that had been absent 
from the island of Haiti for almost a century. Twenty-four Vibrio cholerae 
isolates from Nepal were found to belong to a single monophyletic group 
that also contained isolates from Bangladesh and Haiti. These findings 
(Hendriksen et al., 2011) supported the epidemiological conclusion that 
cholera was introduced into Haiti by soldiers from Nepal, who served as 
United Nations’ peacekeepers in the aftermath of the 2010 earthquake 
(Chin et al., 2011; Frerichs et al., 2012; Piarroux et al., 2011).

•	 The Black Death, which swept through Europe in the 14th century, was 
one of the most devastating pandemics in human history. In order to inves-
tigate the origins of this pandemic, investigators compared the genomes of 
today’s bubonic plague bacteria (Y. pestis), obtained from plague-endemic 
countries, to “plague” obtained from victims who were buried in mass 
graves in the 14th century. These investigations were able to confirm that 
Y. pestis was the cause of the Black Death and that it originated from 
China, more than 1,000 years ago (Bos et al., 2011; Haensch et al., 2010; 
Morelli et al., 2010).

•	 Some strains of MRSA are resistant to almost all commonly available 
antibiotics. Through sequencing and comparing the genomes of MRSA, 
researchers have been able to trace the origins of this “superbug” to Eu-
rope in the 1960s, tracked its global spread, and established a previously 
unknown link among five patients from a single hospital in Thailand 
(Harris et al., 2010).

•	 The 2011 European outbreak of E. coli O104:H4 (discussed by Pallen 
on pages 86-87) was the deadliest outbreak of food poisoning on record. 
Thousands were sickened and more than 50 died, many due to a deadly 
complication of this food-borne infection that can lead to hemolytic ure-
mic syndrome. Comparison of the genomic sequences of the outbreak 
strain and 11 related strains of E. coli revealed the presence of an unusual 
combination of virulence factors, which may help to account for the high 
frequency of hemolytic uremic syndrome associated with this outbreak 
(Scheutz et al., 2011).
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•	 A	 2011	 outbreak	 of	 a	 highly	 drug-resistant	 strain	 of	 Klebsiella pneu-
moniae proved extremely difficult to treat. By comparing the genome of 
the outbreak strain to the genomes of 300 previously isolated strains of K. 
pneumoniae, researchers were able to identify a stretch of DNA that was 
unique to the outbreak strain. These sequences were then used to develop 
a rapid diagnostic test for screening patients for this dangerous pathogen 
(Kumarasamy et al., 2010).

Microbes and Human History

The workshop opened with keynote remarks by Paul Keim of Northern 
Arizona University, who observed that we are moving toward studying micro-
bial diversity on unprecedented scales, using novel methods that we have never 
had before (Dr. Keim’s contribution to the workshop summary report may be 
found in Appendix A, pages 207-229). According to Keim, our understanding of 
microbial diversity has been severely biased because of our inability to culture 
the vast majority of microorganisms. This means that what we know about mi-
croorganisms, and microbiology generally, comes from a very, very, small subset 
of the microbial universe. Moreover, we have a very anthropocentric view of the 
microbial world and tend to focus on those microorganisms that cause illness or 
death in people. Non-human disease reservoirs are very important in disease ecol-
ogy, but they are often difficult to identify and study because of their sometimes 
cryptic and transient nature within their “host” environments—making sampling 
extremely difficult. It is hoped that the use of whole genome sequencing will ex-
pand our understanding of the evolution and population structure of all microbes, 
including pathogens.

Keim discussed Yersinia pestis, the causative agent of plague,11 as an ex-
ample of how the emergence of a highly fit microbial clone can alter human 
history, and how population genetics can help us understand this disease. The 
dogma has been that there were three major pandemics of plague (reviewed in 
Perry and Fetherston, 1997, and illustrated in the plague map in Figure WO-7, 
Morelli et al., 2010).

The first—the “Plague of Justinian”—spread across the eastern Mediter-
ranean and parts of the Middle East and Central Asia from AD 547 to 767, 
decimating the Byzantine Empire with population losses estimated to be 50 to 
60 percent. The second pandemic, referred to as “the Black Death,” began in the 
Middle Ages and persisted into the 19th century, spanning North Africa, Europe, 
and parts of Asia. Keim noted that an estimated 17 to 28 million people, or 30 
to 40 percent of the European population, died as a result of successive waves of 
this pandemic. The third pandemic began in the late 1850s and continues to this 
day. Starting in China and initially spread by steamships, this pandemic has been 

11  The Black Death.
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responsible for millions of deaths worldwide. Modern hygiene (e.g., rat control) 
and antibiotics have largely controlled—but have not eradicated—this pandemic.

Plague Ecology

Basic plague ecology involves a bacterial pathogen, Y. pestis, that moves 
back and forth between a warm-blooded host (almost always rodents) via an 
arthropod flea vector. On a larger scale, Keim explained that plague ecology 
involves different hosts and different vectors at different times (Figure WO-8).

Y. pestis continues to evolve out of sight, for decades or even centuries, in 
a “reservoir” or “cryptic” phase called the enzootic cycle. Sampling during an 
epizootic cycle or during human pandemics provides evidence for the changes 
occurring in the reservoir phase. Outbreaks of plague in other “indicator” species 
(generally rodents) occur during epizootic cycles. Other species, including hu-
mans, are also part of the complex ecology of plague. Phenotypic manifestation in 
humans can be bubonic, septicemic, or pneumonic. Pneumonic plague is highly 
contagious via respiratory aerosols. Study of the enzootic cycle is extremely dif-
ficult; however, sampling during an epizootic cycle or during human pandemics 
provides evidence for the changes occurring in the reservoir phase.

FIGURE WO-8 Plague ecology.
SOURCE: Gage and Kosoy (2005).
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Y. pestis Pathogenomics

A 1951 publication by Devignat first linked the three historical pandemics 
with three different metabolic phenotypes, or biovars of Y. pestis (antigua, me-
diaevalis, and orientalis) defined by their ability to ferment glycerol and reduce 
nitrate (Devignat, 1951). These phenotypes are the result of successive losses 
of function and, as discussed below, there is no real concordance with phyloge-
netic12 information that is now available.

Y. pestis is a relatively young, recently emerged, organism. Single nucleotide 
polymorphisms (SNPs)13 in the core genome are better than 99.9 percent con-
served, consistent with clonal propagation. Keim explained that Y. pestis gener-
ates diversity by accumulating mutations in a sequential fashion over time. One 
can select for these mutations in order to assemble a phylogenetic reconstruction 
of the organism’s history.

Keim cited the collaborative work of Achtman et al. (2004) and Morelli et 
al. (2010), who used whole genome sequencing and SNP typing to develop a 
phylogeny for Y. pestis. Their analysis demonstrated that Y. pestis emerged from 
Y. pseudotuberculosis and acquired new genes in order to become a highly fit 
clone (Achtman et al., 2004; Morelli et al., 2010). Instead of the antigua, me-
diaevalis, and orientalis biovar structure, they offer a new type of structure that 
provides a detailed, high-resolution population genetics map of Y. pestis based 
on an analysis of 933 SNPs from 282 carefully selected isolates representing the 
diversity of Y. pestis across the globe (Figure WO-9). Their conclusion is that 
Y. pestis originated in China and has reemerged from the region in a series of 
pandemics—more than just three.

The cause of the second plague pandemic in the Middle Ages remains con-
troversial, with some speculating that the cause was not Y. pestis but some other 
organism(s). Keim cited the work of Bramanti and collegues (Haensch et al., 
2010) who studied ancient DNA samples taken from victims of the Black Death 
buried in mass graves in sites across Europe. They concluded that distinct clones 
of Y. pestis were in fact associated with the Black Death, and that there were 
multiple, distinct, waves of Y. pestis coming out of China during the Middle Ages.

A more recent study by Bos and colleagues (2011) reconstructed the ancient 
genome of Y. pestis from DNA samples obtained from plague victims buried in 
mass graves that were known to be used from 1348 through 1350 in London. 
Their findings were similar to the earlier work of Bramanti (Haensch et al., 2010) 
and consistent with the idea that the Black Death during the Middle Ages was 
a series of epidemics. Keim noted that only a very small number of SNPs differ 

12  The study of evolutionary relationships among groups of organisms (e.g., species, populations), 
which is discovered through molecular sequencing data and morphological data matrices.

13  SNPs are DNA sequence variations that occur when a single nucleotide (A, T, C, or G) in the 
genome sequence is altered.
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between the whole genome sequence from the 14th-century plague and what was 
observed by Morelli.

The third pandemic, which is ongoing, arrived in North America by first ap-
pearing in Hawaii in 1899, and later through mainland port cities. From localized 
outbreaks of rat-borne plague beginning in the port cities of the West Coast in the 
early 1900s, Y. pestis then spread to native ground squirrels and became ecologi-
cally established across the American West and migrated east through the mid-
1940s (Link, 1955; Pollizter, 1951). Capitalizing on whole genome sequences and 
SNPs from U.S. isolates of Y. pestis, Keim concluded that plague in the United 
States is likely the result of a single introduction from nonnative rodents (i.e., rats 
on ships) to native rodents.

The population structure of Y. pestis in the United States suggests introduc-
tion through a genetic bottleneck, followed by radiation of different lineages 
across the landscape in a strictly clonal fashion. There do not appear to be 
adaptive benefits for any given lineage, and there was no sequential wave 
across the landscape. Rather, the transmission pattern across North America 
is complex and suggests that some places in North America were colonized 
more than once, that diverse populations coexisted in the same geographical 
location, and that dispersal was initially west to east but with some east to west 
reintroductions.

Studying Y. pestis Evolution in Real Time

Keim and colleagues investigated a plague outbreak in colonial ground 
squirrels (prairie dogs) that occurred over the course of several months around 
Flagstaff, Arizona, in 2001, and developed a mutation-rate-based model for as-
sessing plague transmission patterns in real time in order to better understand how 
plague spread so quickly in the United States (Girard et al., 2004). By collecting 
fleas from the prairie dog holes in plague-infested areas, Keim’s group was able to 
directly genotype Y. pestis from DNA extracted from flea vectors without the need 
for culturing the organism. Studying variable number tandem repeats (VNTRs),14 
Keim’s research team developed a phylogenetic tree for Y. pestis in Arizona that 
suggests that plague entered the state in the late 1930s or early 1940s, swept 
across the landscape from west to east, and became established in rodent reser-
voirs where it continues to coevolve with its vector and mammalian host(s) to 
the present day. In certain years, plague emerges, causing epidemics in prairie 
dog colonies, resulting in rapid geographic dispersal of Y. pestis. Interestingly, 
phylogenetically distinct types of Y. pestis were observed in different geographi-
cally clustered reservoirs in the Flagstaff area, resulting in a star phylogeny (many 
short branches off of a single node, rather than a dichotomous tree).

14  VNTRs are short nucleotide sequences that are present in multiple copies at a particular locus in 
the genome. The number of repeats can vary from individual to individual, making analysis of VNTRs 
useful for subtyping of microorganisms.
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Plague is also endemic in the highlands of Madagascar, resulting in at least 
100 human cases of plague each year. Plague first arrived in Madagascar in 
the late 1800s, and outbreaks in rats and humans occurred in the port city of 
Mahajanga in the early 1900s. Plague moved to the highlands and became eco-
logically established around 1926, and it did not recur in Mahajanga for more 
than 60 years, reappearing in 1991. Genetic analysis suggests that plague was 
reseeded in Mahajanga from one of the endemic foci in the highlands. Analysis 
of hypervariable sequences, whole genome sequences, and SNPs from about 
40 samples from Mahajanga revealed an unusual, linear phylogeny (in contrast 
to the star radiation observed in Arizona), suggesting multiple introductions 
(Vogler et al., 2011).

Although the SNPs in the ancient Y. pestis DNA from the Black Death and 
in DNA from the current plague are different, Y. pestis remains very effective at 
killing. As such, Keim suggested that pandemicity has less to do with the organ-
ism’s pathogenicity, and more to do with the ecological situation it found itself 
in. Clonal propagation can reseed a reservoir, and it can also lead to a massive 
increase in the number of organisms, dispersal, and an increase in fitness. As a 
clonal pathogen, Y. pestis is not taking in genetic material, but Keim suggested 
that perhaps clonal organisms are contributing to the diversity of the ecosystem. 
Keim also observed that the saprophytic soil organism, Burkholderia pseudomal-
lei15 has a set of genes that encode for fimbriae that appear to have been horizon-
tally transferred from a Yersinia-like organism.

Microbial Forensics

Forensic evidence is a continuum, and the quality of information, potential 
errors, and uncertainty influence the power of and confidence in the analysis, 
interpretation, and inferences made. Microbial forensics is not a new discipline; 
epidemiologists have been practitioners of the science and art of forensic micro-
biology since at least the 19th century, identifying the agent, exposed population, 
the source of exposure, and the extent of contamination, with the goal of disease 
identification, containment, and treatment of ill populations. The development 
of genomic sequencing technologies and platforms was stimulated in part by the 
law enforcement communities to apply these tools and approaches for use in fo-
rensic analysis. Speaker Bruce Budowle of the University of North Texas Health 
Science Center defined microbial forensics as the analysis of evidence from an 
act of bioterrorism, biocrime, or inadvertent microorganism/toxin release for at-
tribution purposes (Dr. Budowle’s contribution to the workshop summary report 
may be found in Appendix A, pages 117-133). A microbial forensic investigation, 
according to Budowle, is more about attribution, determining the agent, source, 

15  An organism on the U.S. Department of Health and Human Services select agent list. For a 
complete list of select agents as of 2012, see www.selectagents.gov (accessed November 1, 2012).



24 THE SCIENCE AND APPLICATIONS OF MICROBIAL GENOMICS

and perpetrator, and interpreting and presenting evidence to investigators, the 
courts and policy makers. In addition, evidence can be used to eliminate certain 
sources. Traditional trace evidence including DNA, hairs, fibers, and fingerprints 
may also be involved.

Any infectious agent may be deployed offensively as a biological weapon 
against a suitable living or nonliving target. According to Budowle, there are 
more than 1,000 agents—bacteria, viruses, fungi, and protozoa—that are known 
to infect humans, plants, and animals, along with emerging pathogens and poten-
tially bioengineered organisms. A forensic investigation seeks to gather as much 
information as possible about the threat agent and compare it to known samples 
to characterize the organism and/or its processing (e.g., engineering, production, 
geolocation, date) and delivery. Microbial genomics, including phylogenetics, can 
help to narrow the focus of the investigation.

Challenges

Source attribution for a “biocrime” requires more circumspection than pre-
dicting a source for research purposes. Budowle raised some concerns about 
interpretation, which hinges on the sensitivity and reliability of the analysis. 
Missing data are also a concern, and inferences must be made in situations where 
there is vast uncertainty. Budowle, and others throughout the workshop, empha-
sized the need for appropriate databases. A particular challenge for forensics is 
that when a case is under scrutiny in court, it may only be possible to say that 
isolates are closely related, and experts for the opposition may challenge that the 
references or databases are insufficient or inappropriate.

With regard to technology limitations, Budowle noted that not all microbial 
forensic evidence is suitable for genetic analysis using next-generation sequenc-
ing. Some samples will be limited in quantity, highly degraded, and/or contami-
nated. A challenge is to extract as much genetic information as possible from 
limited materials and nonviable organisms. In forensics, sequencing errors will 
inflate differences between samples creating a degree of uncertainly. As such, 
defining and quantifying the error rates associated with the sequencing platform 
and chemistry are critically important. Again, the quality of sequence data and 
the results of bioinformatics analyses must be as high as possible.

Budowle also emphasized the need for standard reference and test materi-
als. Today’s databases will be the test panels and reference samples of tomor-
row, but some data are woefully inadequate. As sequencing capability moves 
into application-oriented laboratories, we need to consider quality control, and 
perhaps something along the lines of proficiency testing, to ensure high-quality 
data in databases. Best practices need to be established regarding what quali-
fies as a reference sample, as well as standards for preparation, validation, and 
characterization (including metadata). It is not clear where the responsibility lies 
for generating such standard reference materials, because there are numerous 
stakeholders (Table WO-2).
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TABLE WO-2 Interests in Reference Collections and Management

Agency or 
Organization Role in National Biodefense System Interests Related to Pathogen Collections

DHS R&D in detection and microbial 
forensics; central laboratory role in 
microbial forensics investigations

Research access to isolates for assay 
development, validation, and other R&D; 
Archives for comparisons to forensic 
samples

FBI (DOJ) Investigation and prosecution of 
crimes using biological agents

Quickly identifying possible sources for a 
pathogen used in an attack; development 
of standards and controls

CDC (HHS) Epidemiological investigation of 
disease outbreaks; administrator of the 
Select Agent Program

Tracking endemic strains and identifying 
sources of outbreak strains

NIAID 
(HHS-NIH)

Understanding disease mechanisms 
and host-pathogen interaction; 
development of treatments and 
diagnostic assays

Research access to isolates for studies of 
pathogenicity mechanisms, host-pathogen 
response, and other R&D related to 
medical countermeasures

FDA (HHS) (With CDC) investigation of food-
borne disease outbreaks

Tracking endemic strains and identifying 
outbreak strains and their sources

USDA Plant and animal pathogens Disease tracking, identifying outbreak 
strains and their sources, developing 
treatments and vaccines

AFMIC, 
DTRA, 
Services 
(DOD)

Military force protection Tracking foreign disease that may 
impact military operations; medical 
countermeasures
Tracking potential biothreat agents

ATCC BEI 
Resources 
SDO

Biomaterials resource Development of biothreat and EID 
standard biomaterials that meet ISO and 
ANSI guidelines

NOTE: DHS, Department of Homeland Security; FBI, Federal Bureau of Investigation; DOJ, De-
partment of Justice; CDC, Centers for Disease Control and Prevention; HHS, Department of Health 
and Human Services; FDA, Food and Drug Administration; USDA, U.S. Department of Agriculture; 
AFMIC, Armed Forces Medical Intelligence Center; DTRA, Defense Threat Reduction Agency; 
DOD, Department of Defense; ATCC, American Type Culture Collection; SDO, Standards Develop-
ment Organization; EID, emerging infectious disease; ISO, International Organization for Standard-
ization; ANSI, American National Standards Institute.
SOURCE: Budowle (2012).

Forensics Case Example: The Amerithrax Investigation

Claire Fraser of the Institute for Genome Sciences provided an overview of 
the genomic approaches used in the Amerithrax investigation.16 Fraser reminded 

16  Amerithrax is the case name assigned by the Federal Bureau of Investigation (FBI) to the 2001 
anthrax letter attacks.
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participants that in 2001 there was only one sequencing platform available (the 
Sanger 3730), the cost for sequencing was $200,000 to $300,000 per genome, and 
it took nearly a year to completely sequence a genome. While the technology has 
changed dramatically over the past decade, our understanding of the dynamics of 
microbial genomes is still quite limited.

In collaboration with the overall FBI Amerithrax investigation, the goal 
of the scientific investigation, according to Fraser, was to explore whether a 
genomics-based approach could be used to attribute the spore preparation of a 
genetically homogeneous species (used in the letters) to a potential source (Keim 
et al., 1997; Rasko et al., 2011; Read et al., 2002). Could genetically unique fea-
tures be identified using traditional DNA sequencing-based analysis that would 
be useful for the purposes of attribution? Fraser reiterated the point made by 
Budowle that attribution falls on a continuum; it may not be an exact match, and 
exclusion may also be important.

The starting material was the Bacillus anthracis spore preparations obtained 
from the letters that were mailed to the office of Senator Leahy and to the New 
York Post, supplemented by related material obtained from other sources in-
cluding the Hart Senate Office Building, postal workers from the Brentwood 
(Washington, DC) post office facility, and people exposed to anthrax spores in 
the Hart Senate Office Building. Gross examination of the physical character-
istics of the samples suggested there were at least two different preparations. It 
became quickly apparent that traditional genotyping methods were not achieving 
sufficient resolving power for the purposes of this investigation. Based on VNTR 
analysis by the Keim laboratory, it appeared that all of the isolates initially col-
lected as part of this investigation were the Ames strain of B. anthracis.17

At the same time, TIGR was in the final stages of assembling the first ge-
nome sequence of B. anthracis and was asked to partner with the FBI and other 
laboratories to determine whether the complete genome sequence would be useful 
for purposes of attribution. With funding from the National Science Foundation, 
TIGR began sequencing a colony of B. anthracis recovered from the spinal fluid 
of Mr. Robert Stevens of American Media in Florida, the first victim to die as a 
result of exposure to anthrax spores mailed to him (referred to as B. anthracis 
Florida). Because no appropriate reference strain was available, TIGR also se-
quenced the genome of the B. anthracis Ames ancestral strain. (Fraser explained 
that the strain TIGR had initially sequenced was obtained from a facility in the 
United Kingdom that had been cured of its two virulence plasmids—pXO1 and 
pXO2—making it an inappropriate reference strain for comparative purposes.)

According to Fraser, SNP analysis of the reference B. anthracis Ames ances-
tor and the Florida isolate found no differences in more than 5 million base pairs 
assessed. Similarly, no polymorphisms were found when the wild-type isolates 

17  The Ames strain was originally isolated from a dead Beefmaster heifer in Texas in 1981. It 
quickly became a standard laboratory research strain used worldwide for vaccine challenge studies.
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from the letters to the New York Post and Senator Leahy’s office were compared 
to the reference Ames ancestor sequence (Rasko et al., 2011). While B. anthracis 
is highly monomorphic, Fraser noted that it was somewhat surprising to find ab-
solutely no sequence differences, and it raised questions about whether genomics 
would be useful in the investigation after all.

At the same time, researchers at the U.S. Army Medical Research Institute 
of Infectious Diseases (USAMRIID) began to notice some B. anthracis colonies 
with distinct, and apparently heritable, morphology as the spore preparations 
from four anthrax-laced letters were passaged in culture. Examination of the 
colonies formed on sheep blood agar (SBA) resulted in the identification of four 
distinct morphological variants (morphotypes)—designated A, B, C/D, and E—
from each of the material analyzed (Rasko et al., 2011). These morphotypes are 
illustrated in Figure WO-10.

According to Fraser, these phenotypic variants were all found to be altered 
with regard to their ability to sporulate under different conditions, potentially 
linking the events in New York and Washington. This new information inspired 
a population genomics approach to this investigation. Could the population com-
position (rather than the wild-type) be used to make a match?

FIGURE WO-10 Microbiological identification of morphological variants of B. anthra-
cis Ames. Panel A, Flowchart used to process the evidentiary material for the identification 
of the morphological variants. In all cases, the morphotypes are altered in the sporulation 
phenotype and colony morphology. Panel B, Image of a representative colony of each of 
the morphotypes grown on SBA.
SOURCE: Rasko et al. (2011).

Morphologic variants from the Leahy and New York Post letters were se-
quenced and compared to both wild-type and the Ames ancestor strains. Morpho-
logical variant A was the most different from the wild-type in terms of sequence, 
although the sequence variability represented a very small portion of the genome. 
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Fraser noted that it was initially believed the sequence was identical to the wild-
type. However, using paired-end sequencing, it was possible to look at mate pairs 
that were present in the assembly at distances that would not be expected based 
on the insert sizes that went into the cloned library. This led to the discovery of 
a number of chimeric reads in the assembly that ended up being a tandem du-
plication, and exhaustive PCR analysis was done to establish confidence in the 
finding. Analysis of three morphotype A mutants present in all the letters showed 
that while they were identical phenotypically, they were genetically different.

Isolates of morphological variant B have SNPs in a sporulation gene, vari-
ants C/D have two sequence variants in a histidine kinase sensor gene (C has a 
SNP, and D has an indel18), and opaque variants have an indel of either 9 or 21 
base pairs in a response regulator gene (i.e., all are mutations along the sporula-
tion pathway). Fraser went on to explain that each of these genetic variants was 
converted into a quantitative PCR assay and used to screen a repository of nearly 
1,100 samples collected by the FBI. All four of these mutations were found in 
a sample from a single source, a flask at USAMRIID labeled RMR-1029. Other 
samples that also contained the four mutations could trace their provenance back 
to RMR-1029. An assortment of other samples were also found to have subsets 
of these four mutations, but not all of them. RMR-1029 was a heterogeneous 
mixture cultivated for vaccine trials in the late 1990s and flasks were stored at 
USAMRIID in Maryland and the Dugway Proving Ground in Utah.

In summary, it was population genomics that provided the unique signature 
that facilitated attribution in the Amerithrax case. The minor subpopulation was 
unique to the spore preparations recovered from the letters. Fraser noted that these 
polymorphisms were used to screen batch cultures, not single B. anthracis colo-
nies on a plate, which was very different from all of the clonal genome projects 
that had been completed to that point in time.

Jumping forward a decade, what might be different today in the era of 
metagenomics? Clearly, the process could occur more quickly and at much lower 
cost. With current technologies investigators would be working with shorter se-
quence reads and, Fraser added, it is not possible to know if the gene duplication 
would have been as easy to identify from short reads as it was from the 800-plus-
base-pair Sanger reads that were used at the time. What would community-level 
analysis with very deep coverage provide versus what was done by looking at 
single colonies? Morphotype A was present in all RMR-1029 samples, but not 
necessarily at the same low level of abundance. What does it mean in terms of 
being able to say that something is the same or not? Fraser and Budowle em-
phasized that a significant gap, that still persists today, is the lack of appropriate, 
standardized, criteria (thresholds, confidence limits, etc.) that would lead one to 
conclude that a given microbial sample was or was not derived from the same 
source, to answer the question of what makes a match with confidence.

18  Indel refers to an insertion or deletion mutation.
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Fraser noted that the experience with B. anthracis is in no way generalizable 
to other pathogens or potential agents of bioterrorism. Had it been an organ-
ism with horizontal gene transfer and genome rearrangements over periods of 
time, it would likely have been in a very different situation. Budowle added that 
the Amerithrax forensic investigation was somewhat unique because as many 
samples as could be collected from the letter attacks were collected, and more 
inferences could be made in this case than might be possible in many other cases.

Microbial Evolution: Studying Genomes, Pangenomes, and Metagenomes

The ability to sequence and compare whole genomes of many related micro-
organisms has prompted a deeper understanding of the biology and evolution of 
microorganisms. The completeness of finished microbial genomes is particularly 
powerful in a comparative context. Differences in genomic content such as the 
presence or absence of genes or changes in gene order or sequence, from SNPs to 
large indels,19 may have important phenotypic consequences. The comparison of 
multiple, related genome sequences offers insights into an organism’s evolution-
ary history—including the relative importance that natural selection attaches to 
specific gene functions (Eisen et al., 1997; Fraser-Ligget, 2005).

Comparative analyses have revealed that the microbial genome is a dynamic 
entity shaped by multiple forces including gene loss/genome reduction, genome 
rearrangement, expansion of functional capabilities through gene duplication, and 
acquisition of functional capabilities through lateral or horizontal gene transfer, as 
shown in Figure WO-11 (Fraser-Liggett, 2005). Three main forces shape bacte-
rial genomes: gene gain, gene loss, and gene change. All three can take place in 
a single bacterium. Some of the changes that result from the interplay of these 
forces are shown in the following illustration. Several natural processes carry 
genetic information from one species to another. DNA can be transported by 
viruses (transduction), via bacterial mating (conjugation), and through the direct 
uptake of DNA from the environment (transformation). Genes that must function 
together are transferred together as genomic islands (e.g., pathogenicity islands) 
(Hacker and Kaper, 2000).

The frequent gain and loss of genomic information exhibited by many bacte-
rial species makes it difficult to trace bacterial phylogenies and has strained the 
species concept (Bentley, 2009). Among genetically variable bacterial species, it 
is clear that a single strain rarely typifies an entire species. Instead, researchers 
sequence multiple strains of a species to compile the “pan-genome” or global 
gene repertoire of a bacterial species (Medini et al., 2005) (Figure WO-12). The 
pan-genome can be divided into three elements: the core genome (housekeep-
ing genes shared by all strains); a set of strain-specific genes that are unique to 
various isolates; and a set of dispensable genes that are shared by some but not 

19  Insertions and deletions.
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all isolates. These latter, dispensable sequences are associated with high rates 
of nucleotide sequence variability and contribute to phenotypic diversity within 
bacterial populations (Medini et al., 2008).

The comparison of eight genomes from strains of group B Streptococcus 
(GBS) found an average of 1,806 genes in the core genome and 439 dispensable 
or strain-specific genes. Based on these data, models predict that the GBS pan-
genome is “open,” with unique genes continuing to emerge even after hundreds or 
thousands of genomes are sequenced. Indeed, many bacterial species have exten-
sive genetic diversity, with an average of 20 to 35 percent of genes being unique 
for a single strain. In contrast, as discussed by Fraser, other organisms appear to 
be monomorphic—with a “closed” pan-genome. In the case of B. anthracis four 
genome sequences completely characterize the species (Medini et al., 2008).

FIGURE WO-11 Bacterial genome dynamics.
SOURCE: Pallen and Wren (2007). Reprinted by permission from Macmillan Publishers 
Ltd: NATURE. Pallen, M. J., and B. W. Wren. 2007. Bacterial pathogenomics. Nature 
449:835-842, copyright 2007.

A species’ pan-genome likely reflects selective pressure to adapt to specific 
environmental conditions. Species with an open pan-genome typically “colonize 
multiple environments and have many ways of exchanging genetic material.” By 
contrast, monomorphic species with a closed pan-genome “live in isolated niches 
and have a low capacity to acquire foreign genes” (Medini et al., 2008). In natural 
settings, bacteria and other microorganisms interact with each other and with their 
surroundings to form complex communities that occupy diverse environmental 
niches. The shuttling of genes between species via horizontal gene transfer (HGT) 
plays an important role in a species’ ability to adapt to environmental change. As 
discussed in the section that follows, ecological factors may strongly influence 
the acquisition and loss of genes via HGT (Smillie et al., 2011). The pan-genome 
concept suggests the presence of a large microbial gene pool in the environment 
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that drives microbial evolution, with HGT providing microorganisms with rapid 
access to genetic innovation. HGT can enable beneficial traits (such as resistance 
to antimicrobial drugs or other environmental perturbations) to spread through 
entire populations (Medini et al., 2005, 2008).

Pathogenomics

The vast majority of microbes do not produce overt illness in their hosts, but 
may, instead, establish themselves as persistent colonists that can be described as 
either low-impact parasites (e.g., causes of asymptomatic infection), commensals 
(i.e., organisms that “eat from the same table,” deriving benefit without harming 
their hosts), or symbionts (establishing a mutually beneficial relationship with 
the host) (Blaser, 1997; Merrell and Falkow, 2004). These states, while separate, 
represent part of a continuum extending to pathogenesis and disease that may be 
occupied at any point by a specific microbial species through the influence of 
environmental and genetic factors (Casadevall and Pirofski, 2000, 2002, 2003). 
Persistent colonization of a host by a microbe is rarely a random event; such 
coexistence depends upon a relationship between host and microbe that can be 
characterized as a stable equilibrium (Blaser, 1997).

Over the course of the past century, the identification of increasing numbers 
of microbial pathogens and the characterization of the diseases they cause have 
begun to reveal the extraordinary complexity and individuality of host–microbe 
relationships. In the case of microbes that cause persistent, asymptomatic, infec-
tion, physiological, or genetic changes in either host or microbe may disrupt this 
equilibrium and shift the relationship toward pathogenesis, resulting in illness and 
possibly death for the host (Merrell and Falkow, 2004). As a result, it has become 
exceedingly difficult to identify what makes a microbe a pathogen.

Virulence as an Emergent Property

The question of “why some microbes cause disease and others do not” has 
puzzled microbiologists for centuries. Genomics is a new and useful tool for 
exploring this question, but it has its limitations, according to Arturo Casadevall 
of the Albert Einstein College of Medicine (Dr. Casadevall’s contribution to the 
workshop summary report may be found in Appendix A, pages 134-140). As il-
lustrated by several examples discussed by Casadevall in his prepared remarks, 
the complexity of host–microbe interactions complicates researchers’ ability to 
link genotypic information with phenotypic expression of this genomic informa-
tion. This complexity has important implications for the development of predic-
tive tools to identify microbial threats.

Research associating certain microorganisms with activities that could be 
beneficial or harmful to human health has lead scientists to a central ques-
tion: are pathogenic microbes inherently different from nonpathogens? Most 
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microbiologists in the early 20th century reasoned that pathogenic—disease- 
causing—microbes must differ from nonpathogenic microorganisms in the 
expression of traits associated with virulence. Others, including the Belgian im-
munologist Jules Bordet,20 argued that there could be no difference. He based his 
argument on two observations of the context dependence of virulence:

1. The same organism can exist in both virulent and nonvirulent states. For 
example, isolates of Neisseria meningitidis associated with a meningo-
coccal epidemic lose virulence when maintained in laboratory culture 
and regain virulence after passage21 through a mouse that resulted in the 
selection for characteristics that allowed survival in the mammalian hosts 
and thus reenabled virulence.

2. In an infected but immunized host, a pathogenic organism exists in a 
nonpathogenic state.

Indeed, during the early 20th century, many common infectious diseases 
disappeared as a result of immunization, and microorganisms that were not pre-
viously considered pathogenic were increasingly associated with disease later in 
the century. The microbes did not change, noted Casadevall, “what happened was 
that we changed the host.”

Casadevall went on to emphasize that the concept of a “pathogen” is flawed, 
because it assumes that pathogenicity is an intrinsic, immutable characteristic of 
a microorganism. Neither pathogenicity nor virulence is an independent micro-
bial property; according to Casadevall both are characteristics that are expressed 
only in a susceptible host. Labeling a microbe a “pathogen” endows it with 
properties that are not its own. In Casadevall’s view, there are only “microbes” 
and “hosts”—what is truly important is the outcome of interactions between the 
microbe and its host environment(s).

Casadevall and his colleague Liise-anne Pirofski developed the “damage-
response framework” to provide an integrated theory that accounts for the con-
tribution of both the host and the pathogen to pathogenesis (Casadevall and 
Pirofski, 2003). Within this framework, a pathogen is defined as a microorganism 
that is capable of causing disease, and pathogenicity is the capacity of a microbe 
to cause damage in a host. The damage-response framework defines a virulence 
factor as a microbial component that damages the host and virulence as the rela-
tive capacity of a microbe to cause damage in a host (Casadevall and Pirofski, 
1999). Damage is thus an expression of microbe–host interactions, which for 
most host–pathogen interactions, can be graphed as a parabola, as illustrated in 

20  Jules Bordet was awarded the Nobel Prize in physiology or medicine in 1919 for his discoveries 
relating to immunity.

21  In microbiology, “passage” refers to the successive transfer of cultures of microorganisms across 
various nutrient mediums or the reinoculation of one animal with pathogenic microbes from another 
infected animal.
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Figure WO-13 (Casadevall and Pirofski, 2001). As an individual becomes immu-
nosuppressed, damage can occur, and once a certain threshold is reached, disease 
may occur. The same organism might also elicit an untoward immune response 
resulting in disease (Casadevall and Pirofski, 2003).

For example, Saccharomyces cerevisiae, commonly used in baking and 
brewing, can cause disease in immunocompromised patients with HIV; vaginitis 
in normal women that is indistinguishable from candidiasis; and lung nodules in 
bakers as a result of hypersensitivity responses in the lung. S. cerevisiae cannot be 
defined as food, commensal organism, opportunistic pathogen, or primary patho-
gen without taking into account the host. As noted by Casadevall, a reductionistic 
approach—whether the microbe-centric view of many microbial geneticists, who 
focus on virulence factors, or the host-centric view of many immunologists, who 
focus on factors affecting host susceptibility—provides an incomplete picture of 
this continuum of outcomes.

FIGURE WO-13 Damage-response framework and the case of S. cerevisiae.
SOURCE: Casadevall (2012).

Host- vs. environment-acquired microbes The diversity of possible outcomes 
associated with many host–microbe interactions is also evident when one con-
siders virulence factors associated with microbes acquired from another host or 
directly from the environment. Organisms acquired from another host include 
all viruses, many parasites, most bacteria, and a few fungi. These are generally 
communicable diseases with a limited host range. These organisms are not free 
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living, and there is likely to be selective pressure on the microbe to coexist with 
the host. Disease often results from the disruption of the host–microbe relation-
ship (Casadevall and Pirofski, 2007).

Environmentally acquired microbes include bacteria, fungi, and some para-
sites. They are not communicable, have a very broad host range, and are free liv-
ing. The selective pressures in the environmentally acquired microorganisms for 
causing disease are unknown. Because they have no host requirement for survival, 
these are the only organisms that are known to cause extinction.22 Disease often 
manifests in hosts with impaired immunity, or when there are large microbial 
inocula (Casadevall and Pirofski, 2007). The fungus Cryptococcus neoformans 
is an example of a soil-dwelling, environmentally acquired” microorganism that 
infects a wide range of hosts—including plants, animals, and humans—but only 
rarely causes disease. Casadevall noted that “everyone in this room is infected 
[with C. neoformans], but you have a one-in-a-million chance of getting disease 
unless you become immunosuppressed.” The virulence of C. neoformans is com-
plex, explained Casadevall, because the organism did not evolve to cause disease 
in these hosts. Instead, this organism was selected for properties that allowed it 
to survive in the soil, and “by the luck of the draw” it happens to have the traits 
necessary to cause disease in some hosts. Rather than being a special property of 
only certain microorganisms, virulence is an emergent property.

The challenges of studying an emergent property Casadevall defined an emer-
gent property as a novel property that unpredictably comes from a combination 
of two simpler constituents—in essence the “whole is greater than the sum of its 
parts” (Casadevall et al., 2011). In this case, a host and a microbe are the com-
ponents, and the novelty may be expressed as either virulence and pathogenicity, 
mutualism, commensalism, or even the death of either party.

Emergent properties abound in the natural world, and while they can be un-
derstood after the fact, emergence is not reducible or predictable. We understand 
the structure of water, for example, and we can explain surface tension when we 
see it, but we cannot predict surface tension from individual water molecules. 
We understand the physics of small particles, but we cannot predict sand dunes. 
Emergent properties cannot be reduced to either component. In this regard, 
Casadevall suggested that research focused on either the host or the microbe may 
produce interesting results, but it may not be relevant to understanding outcomes 
of host–microbe interactions.

To illustrate the limits of a reductionistic approach to understanding vir-
ulence, Casadevall described recent research on C. neoformans. Applying a 
mathematical model to compute the relative contribution of microbial virulence 
factors, Casadevall estimated that the majority of cryptococcal virulence in mice 

22  The environmentally acquired fungi Geomyces destructans and Batrachochytrium dendrobatidis,  
for example, currently pose a significant threat to populations of New World bats and amphibians 
worldwide (IOM, 2011).
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can be attributed to the C. neoformans capsule and cell wall melanin (McClelland 
et al., 2006). Casadevall then evaluated the relative virulence of C. neoformans 
and two closely related cryptococcal species in Galleria mellonella moth larvae. 
As expected, C. neoformans was pathogenic in this system. However, the cryp-
tococcus species that has a capsule and makes melanin was not pathogenic, and 
the cryptococcus species that has no capsule and no melanin was pathogenic in 
the larvae.

Casadevall challenged workshop participants to consider whether virulence 
is a chaotic system—like weather. If it is, then the outcome of host–microbe 
interactions, including virulence, may be inherently unpredictable. There are 
limits to what we can know and predict through reductionism (i.e., through a 
focus only on one component or the other, the host or the microbe). Still, despite 
emergence and potentially chaos, progress is still possible. Casadevall noted that 
the use of computer analysis has improved the accuracy of weather forecasts. 
Looking ahead, Casadevall suggested that the focus of future research should be 
on developing probabilistic models for host–pathogen interactions.

Microbial Genomics: Epidemiology and the 
Mechanisms of Disease Emergence

Comparative genomics has helped to inform our understanding of host–
microbe interactions from that of a “war metaphor” (“the only good bug is a dead 
bug”) to one that places these interactions into a broader ecological and evolution-
ary context. These insights have profound implications for detecting, diagnosing, 
and anticipating infectious disease emergence, including:

•	 Bacterial	 genome	 sequence	 data	 have	 challenged	 the	 simplistic	 views	
that pathogens can be understood solely by identifying their virulence 
factors, and that pathogens often evolve from “nonpathogenic” organisms 
through the acquisition of virulence genes from plasmids, bacteriophages, 
or pathogenicity islands. Metagenomic surveys conducted in diverse en-
vironments have improved our understanding of the biodiversity and 
biogeography of microbes and have underscored the important role of 
environmental factors in disease emergence and spread.

•	 Simply	studying	a	pathogen	without	understanding	its	biotic	and	abiotic	
environmental contexts may lead to false confidence in our ability to de-
tect it. Microbial detection will be most effective if there is sufficient basic 
scientific information concerning microbial genetics, evolution, physiol-
ogy, and ecology.

•	 Likewise,	strain	sub-typing	will	be	difficult	to	interpret	if	we	do	not	under-
stand some of the basic evolutionary mechanisms and population diversity 
of pathogens and nonpathogens alike (JASON, 2009).
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The following case examples explore some of the different kinds of systems 
in which genomics has been used to study microorganisms or microbial com-
munities associated with disease. These studies have revealed important insights 
into the mechanisms of variation and genome change as well as the role of host–
microbe–environment interactions on the evolution and adaptation of pathogens 
and nonpathogens alike.

Comparative Genomics: E. coli Including Shigella

Speaker David Rasko of the University of Maryland School of Medicine 
discussed how comparative genomics can be used to improve diagnostic meth-
ods. According to Rasko whole genome sequence analysis has rapidly advanced 
researchers’ understanding of pathogenic variants of E. coli—an organism that 
has been intensely studied for almost 40 years.

Diarrheagenic E. coli (DEC) are food-borne and water-borne pathogens as-
sociated with approximately 300,000 deaths annually, primarily in the develop-
ing world. Pathogenic variants of DEC (referred to as pathovars or pathotypes) 
exhibit diverse characteristics and pathogenic mechanisms, only some of which 
have been well characterized (Figure WO-14).

With well over 100 serotypes, the phylogeny and evolution of DEC is diverse 
and complex. Even though E. coli has been studied for decades, Rasko noted that 
current diagnostic and typing methods are inadequate and there are no approved 
vaccines. Genomic analyses provide new ways to characterize organism diversity 
and to identify novel virulence factors—information that will enhance methods 
for outbreak and strain identification and current understanding of pathogen 
emergence.

The genome structure of E. coli is highly conserved, yet between 20 to 25 
percent of the DNA in any strain can be novel (i.e., 1.5 megabases of the total 5 
megabase). The widely used technique for categorizing E. coli strains according 
to sequence similarity—multi-locus sequence typing (MLST)—compares a sub-
set of sequence from each strain’s genome (~3,400 bases). As noted by Rasko, 
the resulting phylotypes23 are not well resolved, and pathotypes are not restricted 
to any one phylotype.

Whole genome sequencing allows researchers to compare a much larger 
proportion of the genome (2.3–2.7 million bases) and provides greater discrimi-
nating power than MLST. The greater resolution produced by whole genome 
sequencing is dependent upon the quality and number of genomes and isolates 
to which strains can be compared. Whole genome phylogenies are more robust 
and clearly distinguish each phylotype. Rasko added that there is practically no 
cost difference between MLST and whole genome phylogeny. Rasko underscored 
the importance of this “context” by noting that when there was an outbreak of 

23  Classification of an organism by its evolutionary relationship to other organisms.
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FIGURE WO-14 Six distinct pathogenic variants of diarrheagenic E. coli. Panel a, En-
teropathogenic E. coli (EPEC) form microcolonies via the association of bundle-forming 
pili (BFP) (1), bind to the small intestinal epithelium (2), and cause the reorganization 
of cytoskeletal actin, pedestal formation, and attaching-and-effacing lesions (3). Panel b, 
Enterohemorrhagic E. coli (EHEC) infect the large intestine, form attaching-and-effacing 
lesions, and release Shiga toxin (Stx). Panel c, Enterotoxigenic E. coli (ETEC) release 
heat-stable toxin (ST) and heat-labile toxin (LT) into host cells. Panel d, Enteroaggregative 
E. coli (EAEC) form a biofilm on HEp-2 cells in vitro; however, they do not have a com-
mon virulence factor that can be used to identify the entire group. Panel e, Enteroinvasive 
E. coli (EIEC), including Shigella, are the only E. coli that grow intracellularly. Panel f, 
Diffusely adhering E. coli (DAEC) have one adhesion factor that has been characterized 
thus far, but other mechanisms of pathogenesis are not yet known.
SOURCE: Reprinted from Kaper et al. (2004). Reprinted by permission from Macmillan 
Publishers Ltd: NATURE REVIEWS MICROBIOLOGY. Kaper, J. B., J. P. Nataro, and 
H. L. Mobley. 2004. Pathogenic Escherichia coli. Nature Reviews Microbiology 2(2):123-
140, copyright 2004.
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a rare strain of E. coli O104:H4—first identified in northern Germany in May 
2011—“because we had a good sequence database and collection of isolates we 
could very quickly and accurately place the [E. coli O104:H4] outbreak as be-
ing an enteroaggregative E. coli that had acquired Shiga toxin, [rather than] an 
enterohemorrhagic E.coli.”

Case example Attaching-and-effacing E. coli include the pathotypes entero-
pathogenic E. coli (EPEC) and enterohemorrhagic E. coli (EHEC) (see Figure 
WO-14 on page 38). According to Rasko, “These groups are lumped together 
because the community has had difficulty over the past 20 to 30 years actually 
defining each of these pathotypes distinctively.” This diverse group of E. coli has 
a large number of phage and is variable in the presence of Shiga toxin. They are 
defined by their common locus of enterocyte effacement (LEE), which codes for 
the type III secretion system24 and other elements involved in pedestal formation 
and the development of attaching-and-effacing lesions.

In order to develop more accurate diagnostics for this group of E. coli, 
Rasko’s lab sequenced and aligned 136 genomes (113 attaching-and-effacing 
strains and 23 reference isolates spanning all of the pathotypes) to create a 
whole genome phylogeny. Rasko noted that while virulence factors have been 
the basis for isolate typing for the past 30 to 40 years, it is now clear that these 
characteristics do not always match the genome phylogenies (Figure WO-15). 
Rasko went on to observe that there is a mismatch between phylogeny based on 
the core genome, and phylotype based on virulence factors when characterizing 
which strains produce Shiga toxin (indicative of EHEC) and which have a bundle-
forming pilus (indicative of EPEC).

In evaluating phylogenetic clusters in comparison to virulence factors, 
Rasko found that the majority of attaching-and-effacing strains contain the LEE 
pathogenicity island. Rasko observed that the LEE regions encoding the type 
III secretion system were highly conserved; the areas coding for the secreted 
effectors were more variable. Isolates can be loosely grouped based on secreted 
effectors. Rasko is now investigating possible associations between those dif-
ferences and virulence or disease severity. Interestingly, there is genome con-
servation and virulence factor conservation even though the majority of these 
secreted effectors are not encoded by the LEE region, but rather on other phage 
in the genome.

Using whole genome alignments to identify novel genome features and pos-
sible biomarkers While comparative methods are adequate for the pairwise 
comparison of a limited number of genomes, identifying novel regions of interest 
across hundreds of genomes presents a challenge. To help address this analytical 

24  A protein appendage found in several Gram-negative bacteria. In pathogenic bacteria, the needle-
like structure is used as a sensory probe to detect the presence of eukaryotic organisms and secrete 
proteins that help the bacteria infect them.
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weakness, Rasko is using what he terms “genomic epidemiology” to look for 
unique genome signatures that are present in EHEC but not EPEC, or vice versa. 
This is based on alignment of the genomes, he explained, and is gene indepen-
dent. Out of the genome features that were identified as being different between 
the groups, about 10 percent were known virulence factors unique to one of the 
groups. Functional analysis of the previously unknown and unique features is 
under way.

Genomic information is also informing the development of group-specific 
biomarkers. Detection of virulence factors using PCR is commonly used to 
identify an isolate. Rasko explained that virulence factors are often not the best 
identification markers. All attaching-and-effacing E. coli isolates will have genes 
for components of the type III secretion system, while the presence of genes for 
other virulence factors (Shiga toxin 1 and 2, bundle-forming pilus) is extremely 
variable. In addition, virulence factors tend to be mobile. Novel genome regions 
that are unique to a specific group provide a more effective way to rapidly iden-
tify the phylotype of an isolate using PCR. In his presentation, Rasko shared an 
algorithm for the identification of different attaching-and-effacing pathogenic E. 
coli (Figure WO-16).

The primary obstacle for developing diagnostics, vaccines, and therapeutics 
for EPEC, according to Rasko, is characterizing the pathogen beyond serotype 
and virulence factors. While the sequencing of isolates is relatively easy, there 
is a need for case-control studies with well-defined parameters, and patient and 
isolate metadata to inform the analysis and interpretation of genomic data. In 
addition, observed Rasko, our understanding of the population structure of these 
organisms is woefully inadequate to the task at hand. For example, how many 
distinct EPEC isolates are within one individual? What is the rate of variation 
within that host and within the environment? The development of rapid diag-
nostics requires appropriate comparison to close relatives, Rasko concluded, 
including both pathogens and commensals (the majority of E. coli in the gut are 
not pathogens). Rasko concurred with Casadevall that virulence is only expressed 
in a susceptible host, and he reiterated the importance of looking at population 
structure. We can develop probabilistic models in terms of whether an organism 
is likely to cause disease, he said; whether or not it does is entirely contextual.

Signatures of Selection and Transmission: Staphylococcus aureus, 
Streptococcus pneumoniae, Vibrio cholerae

The limitations of current typing methods—such as MLST—to discriminate 
between closely related organisms poses a challenge to tracking the transmission 
and adaptation of very recently evolved strains of pathogenic bacteria. Julian 
Parkhill of the Sanger Institute in Cambridge (UK) reviewed several examples of 
how high-throughput genomics can provide the higher-resolution view required 
in order to better understand the epidemiology and microevolution of strains that 
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have evolved and spread within the past 30 to 40 years (Dr. Parkhill’s contribution 
to the workshop summary report may be found in Appendix A, pages 257-269).

Parkhill noted the multiple evolutionary processes that have an effect on 
bacterial genomes—including random mutation, homologous DNA exchange, 
acquisition and loss of genes, genetic drift, and Darwinian selection. Parkhill 
emphasized that these processes are acting simultaneously on different time 
scales with different strengths. Whole genome data help researchers to distin-
guish between the effects of these different processes and to identify underlying 
signatures of selection and transmission.

FIGURE WO-16 Algorithm for the identification of attaching-and-effacing E. coli 
(AEEC) pathogens. Classically, LEE-positive isolates are assayed for the presence of other 
virulence factors and subgrouped accordingly (top box). The introduction of phylogenetic 
markers allows for more rapid and accurate subgrouping (bottom box).

SOURCE: Rasko (2012).

Identifying signatures of selection Parkhill discussed one strain—sequence 
type 239 (ST239)—of the globally important human pathogen methicillin-
resistant Staphylococcus aureus (MRSA). This multi-antibiotic-resistant strain 

NOTE: stx, Shiga toxin gene; bfp, bundle-forming pilus structural gene; STEC, Shiga 
toxin-producing E. coli.
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arose in Europe and, later, spread globally (Harris et al., 2010).25 According to 
Parkhill, although 63 different isolates of this strain are indistinguishable by cur-
rent typing techniques (including MLST and pulsed-field gel electrophoresis), 
whole genome data has revealed a great amount of variation—with 4,310 SNPs 
in the core sequence alone.

Parkhill observed that the isolates’ SNPs were almost entirely random, which 
would suggest the absence of immediate selection. SNPs are randomly distributed 
across the genome and exhibit a random rate for acquisition over time. Parkhill’s 
group constructed a maximum likelihood phylogeny based on the 4,310 sites in 
the core genome of ST239 that contained one or more SNPs. Charting root-to-tip 
distance against the year of strain isolation suggested that this strain arose in the 
late 1960s (corresponding with the first administration of methicillin in 1959 and 
the subsequent emergence of MRSA in Europe). Parkhill noted that the rate of 
SNPs acquisition of approximately 3×10–6 per site per year is about 1,000 times 
faster than the accepted mutation rate of bacterial SNPs; it is, however, consis-
tent with what is typically found in studies of very recently evolved organisms 
(Croucher et al., 2011; Mutreja et al., 2011).

Researchers use the ratio of nonsynonymous changes to synonymous 
changes (dN/dS) as a measure of selection. For ST239 the ratio is close to 1 
(0.68).26 Parkhill noted that in this case the rate is very close to 1, not because 
there is neutral selection, but because selection has not had time to act. Subse-
quent studies provided insights into how the rate of change, and therefore the 
rate of selection, varied with time (as measured by similarity between genomes) 
and for different regions of the genome (Castillo-Ramirez et al., 2011). As de-
scribed by Parkhill and depicted in Figure WO-17, “The more closely related 
the genomes are, the closer the dN/dS ratio is to 1. That means that as the SNPs 
occur, there is no selection going on. dN/dS is 1 simply because nonsynonymous 
changes and synonymous changes are occurring randomly at the same rate.” Over 
time, Parkhill continued, selection starts to act. “You can see selection acting as 
the dN/dS falls away.” Parkhill emphasized that the rate of change is different 
between the core and the noncore genes. The noncore genes may contain mo-
bile elements or DNA that has been exchanged with other strains. This has two 
effects; the changes are effectively “older,” which increases the likelihood that 
mutations have undergone selection, and the changes are drawn from a larger ef-
fective population size, which increases the effectiveness of selection.

25  “By analyzing whole genome data of a collection of MRSA ST239, we have gained new insights 
into fundamental processes of evolution in an important human pathogen. By creating a precise and 
robust phylogeny for the collection, we now have a highly informative perspective on the evolution 
of the clone” (Harris et al., 2010).

26  Synonymous changes are considered “silent” because the base change within an exon of a gene 
coding for a protein does not result in changes to the protein’s amino acid sequence. Nonsynonymous 
changes result in altered amino acid sequences. A dN/dS ratio greater than 1 suggests diversifying (or 
disruptive) selection, while a ratio below 1 is associated with purifying (or stabilizing) selection, and 
a ratio close to 1 indicates neutral selection.
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The random nature of mutation in the core genome allowed Parkhill to use 
these sequences to build a robust and congruent phylogenetic tree. In so doing, 
he was also able to identify a subset of sites that were “acting unusually,” sug-
gesting that they were under selection. Of the 4,310 SNPs in the tree, 38 loci 
were homoplasic, that is, they appeared independently on different branches as 
a result of convergent evolution (Harris et al., 2010). Parkhill explained that the 
lack of recombination in the tree overall suggests that these homoplasies are 
under recent and very strong selection. Eleven of these loci correspond to known 
drug resistance mutations suggesting an association with antibiotic use in clinical 
practice. When most SNPs are random and overall recombination is moderate, 
homoplasy works very well as an alternative to dN/dS and other classical mea-
sures to identify selection.

Parkhill noted the use of homoplasy to identify selective pressures acting on 
isolates of other pathogenic bacteria, including Mycobacterium tuberculosis and 
Clostridium difficile. “By looking, not for dN/dS or all those classical measures 
of selection, but for things that don’t fit the tree,” Parkhill said, researchers can 
see selective pressures such as drug resistance and compensatory mutations, as 
well as evidence of selection on surface proteins, two-component sensor/regula-
tors, and other genes that are likely to be under diversifying selection from host 
immune pressure.

Parkhill also described an approach that makes it possible to use homoplasy 
to identify selection in organisms where recombination is very common such as 
Streptococcus pneumoniae.27 Because they are derived from other strains of S. 
pneumoniae, recombined regions are representative of the wider species, noted 
Parkhill, and therefore have an older date of origin. Constructing a coherent, 
consistent phylogenetic tree of the multi-drug resistant clone of S. pneumoniae 
(sequence type 81 and serotype F) that emerged in the 1970s required the identi-
fication and elimination of recombined regions so that only the vertically trans-
mitted, random point mutations remained. Parkhill and colleagues were then able 
to put the recombination events back onto the tree to see where, when, and why 
they occurred (for more information see Croucher et al., 2011).

Identifying transmission Parkhill explained that the development of a congru-
ent phylogenetic tree—such as that developed using the S. aureus ST329 data 
set—can also be used to define transmission events—from intercontinental trans-
missions over the course of decades to person-to-person transmission within a 

27  “The ability to distinguish vertically acquired substitutions from horizontally acquired sequences 
is crucial to successfully reconstructing phylogenies for recombinogenic organisms such as S. pneu-
moniae. Phylogenies are, in turn, essential for detailed studies of events such as intercontinental 
transmission, capsule type switching, and antibiotic-resistance acquisition. Although current epide-
miological typing methods have indicated that recombination is frequent among the pneumococcal 
population, they cannot sufficiently account for its impact on relations between strains at such high 
resolution” (Croucher et al., 2011).
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hospital; a robust tree even allows researchers to identify ongoing transmission 
events (Harris et al., 2010).

Parkhill concluded his presentation by demonstrating how whole genome 
approaches have clarified the origin and international spread of a globally impor-
tant pathogen, Vibrio cholerae. The El Tor strain of this pathogen is associated 
with the seventh cholera pandemic that originated in the early 1960s and persists 
today—including the 2010 Haitian cholera outbreak. Before whole genome se-
quencing, cholera typing was done on the basis of the presence or absence, or 
variable sequences, of mobile elements. This approach identified a superficial di-
versity among cholera strains when, in fact, the core genome—excluding possible 
recombination events—forms a robust transmission tree (Mutreja et al., 2011).

For example, SXT is a mobile element that encodes multi-drug resistance. 
Looking only at the tree generated with the core genome, its presence in the El 
Tor chromosome appears to have resulted from a single acquisition. However, 
generating a tree using 3,000 SNPs in the 60 kb SXT element itself, reveals that 
the phylogeny of the element is different from that of the core genome. This phy-
logeny also reveals an apparent rate of SNP accumulation in the SXT element that 
is 100 times greater than that of the core El Tor genome. Parkhill noted that this 
elevated rate of mutation acquisition is “very, very unlikely to be true.” Rather, 
this result suggests that the SXT element is much older and is evolving outside 
of El Tor. Indeed, comparing the SXT tree with a tree based on the core El Tor 
genome, novel versions of the SXT element appear to have entered the El Tor 
chromosome at least five times (Mutreja et al., 2011). “Trying to understand the 
transmission of cholera based on [the analysis of] mobile elements like SXT is 
doomed to failure,” Parkhill said, “because this approach is reporting the move-
ments of older elements in and out of the organism’s genome, rather than the 
phylogeny of the core genome, which should represent the ancestry of the organ-
ism itself. To understand transmission, we need to strip out all of these mobile 
elements and recombinations and look only at the core genome.”

The consistent rate of SNP accumulation of the core genome among isolates 
also illuminated the origin and spread of El Tor as part of the seventh cholera 
pandemic. The El Tor core genome tree shows three groups of isolates, which 
correlate with three different time periods. When coupled to the physical origin 
of each isolate, Parkhill said, you can see that over the past 40 to 50 years, “three 
independent waves [of El Tor strains] have spread around the world from a single 
location, almost certainly around the Bay of Bengal” (Mutreja et al., 2011). The 
El Tor strain of V. cholerae has been introduced multiple times into different parts 
of the world. New outbreaks are derived from the trunk of the tree, then expand 
and die out (Figure WO-18) (Mutreja et al., 2011).

In summary, Parkhill said that different processes are acting on different time 
scales with different strengths. Whole genome sequencing allows investigators 
to identify and separate out the varying effects of mobile elements, recombina-
tion, and point mutation. The resulting high-resolution phylogenies can provide 
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the basis for important epidemiological and phenotypic analyses and insights to 
illuminate patterns of gene selection and transmission.

Intra-Host Diversity, Selection, and Evolution: Influenza Virus

Investigators are also exploiting next-generation sequencing approaches to 
understand how viral genetic diversity changes within a host and during trans-
mission between hosts. Most of what is known about the intra-host diversity of 
viruses is derived from research on viruses that cause persistent infections (e.g., 
HIV, hepatitis C virus), where accumulation of replication errors and recombina-
tion over time leads to high levels of diversity. Speaker Elodie Ghedin of the Uni-
versity of Pittsburgh School of Medicine elaborated on her interest in intra-host 
diversity, selection, and evolution of influenza viruses, which cause acute infec-
tions (Dr. Ghedin’s contribution to the workshop summary report may be found 
in Appendix A, pages 151-165). Her work focuses on the following questions:

•	 Does natural selection occur within individual hosts?
•	 How big is the population bottleneck at transmission?
•	 What is the extent of mixed infection?
•	 What is the mutational spectrum within an individual host?
•	 What is the fitness distribution of these mutations?

Influenza is a negative strand RNA virus with an eight-segmented genome. 
Coinfection of a host cell with different strains can result in reassortment of the 
segments and a mixed population. Ghedin noted that during the H1N1 influenza 
pandemic, researchers were able to track some of the segments to two different 
types of swine flu. Whole genome sequencing of influenza generally produces a 
consensus sequence with one genome that is representative of the strain an in-
dividual host carries. In the case of influenza, even though the strain could have 
high diversity, according to Ghedin you are only looking at what is dominant, so 
you just have a consensus of each of the segments. The use of next-generation 
sequencing and methodologies will be important to capture this diversity, Ghedin 
said.

Influenza can adapt to its host after transmission, or changes may occur 
before transmission, facilitating movement into a different host species. Immune 
status of the host (e.g., whether the host is immunocompromised or vaccinated) 
can also influence the evolution and co-adaptation of a virus. In an immunocom-
promised host, influenza infection persists well beyond the typical 5 to 7 days, in 
some cases as long as 5 to 6 months. In the case of a persistent infection, what 
happens to viral diversity?

Ghedin described the case of an immunocompromised boy infected with 
pandemic H1N1 influenza virus for 35 days. He was treated with Tamiflu (an 
antiviral neuraminidase inhibitor) on day 2, and at some time between when viral 
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RNA was sampled and sequenced on days 6 and 13, a Tamiflu-resistant variant 
had emerged. This variant may have been present in the population before treat-
ment was started, or it could have been the result of a de novo mutation. Current 
thinking is that because the drug-resistance mutation also reduces viral fitness, the 
emergence of resistance is more likely to result from a de novo mutation that is 
favored under drug pressure. Still, as Ghedin pointed out, the use of consensus se-
quences does not allow researchers to distinguish between these two possibilities.

FIGURE WO-19 Next generation sequencing and new methodologies will help to cap-
ture intra-host diversity.
SOURCE: Ghedin (2012).

In contrast to consensus sequencing, deep sequencing identifies minor vari-
ants (above the background of error) and reports the percentage of reads that have 
the dominant or minor codons at a given position. This approach is illustrated 
in Figure WO-19, which depicts the alignment of short sequence reads from a 
sample to the gene sequence of interest—in this case the neuraminidase gene 
sequence of influenza. Whereas consensus assembly would read the codon at 
position 275 as CAC (coding for histidine), deep sequencing reveals that some 
sequences read TAC (coding for tyrosine), which is a codon associated with drug 
resistance. In the case of this boy, the variant codon (TAC) was present in a very 
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low percentage of reads in samples taken at day 1 (pre-treatment) and day 6; by 
day 13, this variant was the dominant codon.

When the 2009 H1N1 influenza A virus emerged in the United States, there 
were multiple clades of viral strains that, while antigenically similar, were clearly 
clustered by geographic region. As Ghedin observed, “We know a lot about the 
circulation of different strains, but we know very little about what is actually 
carried by individuals.” Ghedin’s research has also explored whether the variants 
observed in a patient resulted from a de novo mutation in the wild-type or from a 
mixed infection in which the individual is infected with multiple variants either 
simultaneously or sequentially.

By the second wave of the pandemic, there was a complete mixing geo-
graphically, and a single viral clade became dominant across the country, while 
others appeared to fade away. This is a typical pattern, Ghedin noted. She noted 
that given this observed tendency toward one dominant viral clade, mixed infec-
tions28 (which can occur and are an important driver of genotypic diversity) are 
generally considered to be rare (Ghedin et al., 2011).

Consensus sequencing of samples taken from an immunosuppressed patient 
during the second wave of the pandemic showed that the patient’s virus was drug 
sensitive on both day 1 (pre-treatment) and on day 14 (after antiviral treatment 
early in infection). Deep sequencing, however, identified three distinct variants. 
Partial reconstruction of sequence reads into different viral genomes placed two 
variants into two phylogenetically distinct clades of the pandemic H1N1/2009 
virus, a result that strongly suggests a mixed infection (Ghedin et al., 2011). 
Ghedin concluded that “when we see strains disappear, it doesn’t mean they are 
completely gone. They can still be present at a low level and may lead to emer-
gence [of new phenotypes].”

Having identified the presence of multiple viral variants within an individual, 
Ghedin sought to examine how transmission affected diversity. She cited a clear 
case of transmission of influenza from a son to his father in which the father was 
prophylactically treated with Tamiflu at the same time the son started therapeutic 
treatment (Baz et al., 2009). Six days after the start of his Tamiflu treatment, 
the father had a completely resistant virus. Deep sequencing revealed that more 
than 2 percent of the son’s viral population was drug-resistant; further analysis 
demonstrated that multiple variants were being transmitted (i.e., the transmission 
bottleneck was not especially narrow) (Ghedin et al., 2012). While some variants 
are lost at transmission, others attain a higher frequency in the recipient.

Ghedin suggested that this improved understanding of the role of transmis-
sion in shaping the genetic diversity of influenza may help to refine influenza 
transmission models. In contrast to consensus sequences, deep sequencing can 
provide the fine-grained genomic mapping needed to identify significant changes 

28  Infection in which the individual is infected with multiple variants either simultaneously or 
sequentially.
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in the distribution in the intra-host population. These approaches may also help to 
reconstruct chains of transmission for an epidemic—insights which may inform 
future response strategies.

Evolution of Novelty and Pathogenicity: Chytrid Fungal Pathogen of 
Amphibians

Novel microbial pathogens do not just appear, they evolve, according to 
speaker Erica Bree Rosenblum of the University of California, Berkeley (Dr. 
Rosenblum’s contribution to the workshop summary report may be found in Ap-
pendix A, pages 291-311). Genomics, she continued, can provide a useful tool for 
studying a pathogen’s evolutionary history. Rosenblum’s presentation described 
an emerging fungal pathogen of amphibians—Batrachochytrium dendrobatidis—
and underscored the importance of studying novelty at multiple levels, because a 
pathogen may be novel in multiple ways including changes in geographic range, 
host range, virulence, function, etc.. She noted that because of recent technologi-
cal advances, genomic studies can now be conducted for time-critical studies in 
non-model species—even in ecological systems where there has not been much 
previous research.

Bd and amphibian declines  Batrachochytrium dendrobatidis, referred to as Bd, 
is a chytrid fungus that has been implicated in worldwide declines and possible 
extinctions of amphibian populations. With the exception of Antarctica, Bd occurs 
on every continent, infecting more than 500 species of amphibians. Genetic and 
spatial-temporal data demonstrate that Bd is a novel, emerging, pathogen that has 
quickly spread around the world. Data from many parts of the world trace Bd’s 
arrival and subsequent spread in a wave-like fashion throughout amphibian popu-
lations (Lips et al., 2006). Rosenblum noted the rejection of an early hypothesis 
that Bd had long existed as a commensal organism and that this relationship had 
changed due to shifts in the environment.

Chytrids are basal fungi, and almost all known chytrids are saprobes—
organisms that live on decaying organic matter in leaf litter or aquatic envi-
ronments. Bd is unique among chytrids because it is the only species known 
to infect vertebrates. Rosenblum noted that there appears to have been a very 
recent change in Bd that allows it to exploit this new host niche. Bd kills frogs 
by disrupting the structure and function of their skin such that important skin 
functions, including osmoregulation and electrolyte balance, are compromised. 
Recent studies suggest that Bd may also have an immune evasion or suppression 
strategy, and there is speculation that Bd may also release toxins (Rosenblum et 
al., 2009, 2012).

Although Bd was discovered and described more than 10 years ago, several 
persistent unanswered questions remain about the origin and spread of Bd and the 
interaction between Bd and its amphibian hosts. Simply stated: where did it come 



52	 THE SCIENCE AND APPLICATIONS OF MICROBIAL GENOMICS

from, and, what makes it so deadly? Rosenblum noted that ecological analyses 
alone cannot answer many of the questions about Bd and, as yet, Bd cannot be 
manipulated for cellular and molecular analyses. Rosenblum is using compara-
tive and functional genomics to try to understand Bd evolution and pathogenicity.

Using genomics to understand evolutionary novelty of Bd  Rosenblum first 
explored novelty at the phylogenetic level looking for important genetic or func-
tional variation within isolates from around the world, which are collectively 
described under the single species name, Bd. Sequencing of the genomes of 
these 28 Bd isolates, as well as the genome of the closest known nonpathogenic 
chytrid, produced more than 100,000 SNPs that could be used for understanding 
the evolutionary history of Bd.

Given the rapid spread of Bd around the world and its presumed recent 
origin, Rosenblum said she expected samples from all over the world to appear 
all mixed up along very short branches, or a tree reflecting a linear progression 
from a basal group to subsequent radiations into new geographic or host-specific 
clusters. Instead, the evolutionary history of Bd was much more complex. As 
illustrated in Figure WO-20, there is no clear point-source for the origin of Bd 
or any linear history of how it has spread around the world. The absence of geo-
graphic or host-specific population structure confirms the rapid spread and broad 
host range of Bd. Yet the tree has more structure than expected, exhibiting two 
highly divergent lineages: a basal lineage with isolates from Latin America and a 
large clade with significant global diversity. Rosenblum suspects that with more 
geographic sampling, Bd will continue to look more like a “they” than an “it.”

Using genomics to understand functional novelty of Bd  As previously noted, 
Bd exhibits functions that no other chytrid has acquired. Comparative chytrid 
genomics has revealed that while most fungal genomes had one or several cop-
ies of genes from different protease gene families, the Bd genome had massive 
expansions of protease gene families—dozens of fungalysin metallopeptidases 
and serine protease genes as just two examples (Rosenblum et al., 2008). This 
is interesting, Rosenblum explained, because these two protease gene families 
have been implicated as potential pathogenicity factors in other fungal patho-
gens that infect vertebrates including for example, tinea and ringworm, as well 
as other dermatophytic fungi that infect vertebrate skin. To follow up on these 
observations Rosenblum again used genomic approaches to look for functional 
and evolutionary evidence that these proteases may have been important to Bd’s 
transition from saprobe to amphibian pathogen. Functional genomics studies of 
the presence or absence of gene expression at different life stages or in response 
to different nutrient conditions (nutrient broth versus frog skin) have identified 
gene copies of particular interest—those that show higher levels of expression in 
the host tissue and during life stages in which Bd is known to infect amphibians 
(Rosenbaum et al., 2012).



WORKSHOP OVERVIEW 

FIGURE WO-20 Novelty of Bd at the phylogenetic level. Phylogenetic analysis of 28 Bd 
isolates from around the world revealed two very divergent lineages: (1) a basal lineage 
containing isolates from Latin America that are very divergent from everything else and 
(2) a large clade containing most of the global diversity.
SOURCE: Rosenblum (2012).

0.07

CLFT023

LFT001_10

JEL238

CJB5.2

LBAbercrom

CLFT021

TST75

EV001
JEL408

CLFT026

CLFT024

MexMkt

JEL627

CJB7

MLA1

JEL310

JEL429

JEL433

JEL427

NCRC106979

JEL289

JEL359

SRS812

JEL267

UM142

JEL271

CJB4

JEL275

LOH
1: 2.4

LOH
5: 1.0

LOH
1: 0.6

LOH
5: 1.3

disomy
trisomy
tetrasomy

1 2 3 9 1 1 1 1 5 8 7 1 6 1 4
4       1 2 0 5       3

  

N. America (West) 
N. America (East) 
Latin America 
Asia 
Africa 

Rooted tree 
based on 
>100,000 SNPs 

53

Rosenblum and colleagues compared the genomes of Bd and its closest 
relative, the nonpathogenic saprobe Homolaphlyctis polyrhiza, in order to inves-
tigate whether the protease gene family expansions accompanied the evolution 
of pathogenicity. Results suggested these gene family expansions are recent, 
and generally Bd specific—for example, Bd was found to have 38 fungalysin 
peptidase gene family copies where H. polyrhiza has 5 (Joneson et al., 2011). 
This study also revealed that Bd has 62 Crinkler-like proteins, which are proteins 
that have never before been described in any fungal species. What is interesting 
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about this observation, according to Rosenblum, is that the closest Bd relative 
that has Crinklers are the oomycetes, in which they [Crinklers] are believed to 
be virulence effectors.

Rosenblum concluded that genomic approaches have been invaluable in un-
derstanding the complex history of Bd and identifying its evolutionary transition 
points. Genomic approaches have also assisted in developing hypotheses about 
functional aspects of Bd’s lifestyle. Using these genomic tools and approaches to 
Bd has revealed that this fungal vertebrate pathogen has a much more complex 
and deeper evolutionary history than had been previously appreciated. These 
same approaches, according to Rosenblum, may also help investigators identify 
key transition points in the evolutionary history of this pathogen.

Microbial Communities in Coral Health and Disease

Corals are very simple animals that harbor diverse microorganisms in 
and on their tissues—including archaea, bacteria, viruses, and zooxanthellae 
(Figure WO-21). Endosymbiotic dinoflagellate algae (Symbiodinium, or more 
commonly, Zooxanthellea) live within the endothelial tissue of the coral. The 
symbiotic relationship between the coral animal and this single-celled algae has 
been well studied, but far less is known about the bacterial communities that are 
associated with the algae and the coral, explained speaker Kim Ritchie of the 
Mote Marine Laboratory (Dr. Ritchie’s contribution to the workshop summary 
report may be found in Appendix A, pages 269-290).

Molecular methodologies and metagenomic sequencing confirm the broad 
diversity of bacterial species associated with corals. Some bacteria—Vibrio spe-
cies, Serratia species, Aspergillus sydowii, Aurantimonas coralicida—are op-
portunistic pathogens that have been implicated in coral diseases when the coral 
communities are stressed. Other bacteria may provide beneficial services to the 
corals. Ritchie reviewed current research using culture-based approaches that 
explore the nature and specificity of coral-bacterial associations, and the ways 
that these associations are maintained over time.

Bacteria and early life stages of coral Ritchie also reviewed recent research 
exploring bacterial colonization of developing coral tissue and the role of bacte-
rial biofilms in this symbiotic association. There are two general types of corals; 
broadcast spawners and brooding corals. Broadcast spawners produce eggs and 
sperm that are externally fertilized, and the eggs therefore acquire Symbiodinium 
algae, horizontally from the water column. Brooding corals have internal fertiliza-
tion and release planula larvae that already have the parent Symbiodinium. Bacte-
rial colonization of most corals (both brooders and broadcast spawners) occurs 
during planula larvae or postlarval settlement stages29 much like the Hawaiian 

29  According to Ritchie, an exception is the Caribbean coral Porites astreoides, in which bacteria 
are passed directly from parent to offspring (vertical transmission).
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FIGURE WO-21 Interactions within coral reef communities. Panel a, Healthy coral reefs 
support a diverse ecosystem, as shown here by a healthy Montastraea faveolata colony 
(H) and a dead colony (D). Panel b, A coral colony comprises genetically identical polyps 
that are connected by a living tissue. Panel c, Functionally and taxonomically diverse mi-
crobial communities are found on the coral surface, within the gastrodermal cavity and in 
the intracellular spaces of the polyp. Coral-associated bacteria (B) are thought to supply 
the host with fixed nitrogen. Bacteria produce antimicrobials with a potential function in 
host defense. Symbiotic dinoflagellates (Symbiodinium spp., [S]) are housed within cells 
of the ectoderm. Symbiodinium provides photosynthate to its animal host, which then 
supplements its diet by feeding on plankton. In addition to satisfying the energy needs 
of the coral animal host, the photosynthate from Symbiodinium is converted into glyco-
protein-rich mucus (M) within specialized cells of the polyp, called mucocytes. Mucus is 
then excreted onto the coral surface. Corals actively manipulate their associated micro-
bial communities, and the mucus contains nutrients that support growth of bacteria and 
eukaryotes. Antimicrobials in coral mucus may also contribute to the coral microbiome. 
Coral lectins (L) bind and coagulate bacteria. Populations of coral-associated bacteria are 
also controlled by phages (P)—viruses of bacteria that may function as biocontrol agents 
for opportunistic pathogens of corals.
NOTE: Reproduced with permission from Jonathan Onufryk (a) and Erich Bartels (b). 
Schematic drawing (c) not to scale.
SOURCE: Teplitski and Ritchie (2009). Reprinted from Trends in Ecology & Ecolution, 
24, Max Teplitski and Kim Ritchie, How feasible is the biological control of coral dis-
eases? 24(7):378-385, Copyright 2009, with permission from Elsevier.
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bobtail squid Euprymna scolopes forms a persistent association early in its life 
cycle with the Gram-negative luminous bacterium Vibrio fischeri (McFall-Ngai 
et al., 2012; Sharp and Ritchie, 2012; Sharp et al., 2010).

According to Ritchie, Roseobacter clades are present in the early life stages 
of many corals. Their consistent detection in seawater during coral spawning 
suggests their potential importance for mediating larval settlement and survival. 
Ritchie cited a recent study that suggests that coral larvae need a microbial bio-
film on some type of substrate, preferably calcium, for settlement—as illustrated 
in Figure WO-22 (Sharp and Ritchie, 2012). Roseivivax (in the Roseobacter 
clade) and Marinobacter were among the bacteria found to encourage coral larval 
settlement.

FIGURE WO-22 Microbial biofilms are necessary for larval settlement. Crustose coral-
line algae (CCA) and biofilm microbial communities facilitate attachment and settlement 
of coral larvae via inductive compounds (settlement cues) produced by the CCA or by 
recruiting specific bacteria that release these cues.
SOURCE: Sharp and Ritchie (2012). Sharp, K. H., and K. B. Ritchie. 2012. Biological 
Bulletin 174:319-329. Used with permission from the Marine Biological Laboratory, 
Woods Hole, MA.

Ritchie also reviewed the recent finding that all of the Symbiodinium-
associated roseobacters tested produced gene transfer agents (GTAs) (McDaniel 
et al., 2010, 2012; Paul et al., in review). Ritchie explained that GTAs resemble 
bacteriophage, packaging random pieces of host DNA and transferring them to 
other bacteria (McDaniel et al., 2010). Interestingly, gene transfer via GTAs was 
found to be 100 million times higher in the reef environment than in open oceans 
and in Tampa Bay. There are also more roseobacters in the reef environment, 
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Ritchie added, particularly during coral spawning, and experiments suggest that 
Roseobacter and gene transfer agents may increase larval settlement.

Microbial community regulation of coral disease development  When stressed 
by environmental conditions—such as elevated sea surface temperatures—corals 
often “bleach.” As corals begin to bleach, the population of Vibrio species that are 
normally associated with healthy corals and their symbiotic algae increase while 
the population of other types of bacteria decline. Studies by Ritchie to explore the 
coral bleaching phenomenon have revealed that the surface mucus of healthy elk-
horn coral, Acropora palmata, may be a potent defense against disease. In vitro, 
it inhibits the growth of a range of potentially invasive microorganisms. Ritchie 
identified a number of antibiotic-producing bacterial species that were isolated 
from surface mucus that could contribute to this defense. Mucus collected during 
a bleaching event (i.e., when the coral were unhealthy or stressed) were found to 
lack this antimicrobial activity (Ritchie, 2006).

By sampling corals monthly, Ritchie discovered that when sea surface tem-
peratures increase, the population of antibacterial-producing bacteria decreases, 
while the population of potentially pathogenic bacteria (including Vibrio species) 
increases (Ritchie, 2006). A mathematical model based on these findings suggests 
that there is a lag time in coral recovery following a warming event (Mao-Jones 
et al., 2010). Consistent with this prediction, Ritchie has detected overgrowth 
and persistence of different types of Vibrio species in the coral mucus long after 
environmental conditions were once again favorable for healthy coral populations 
and their associated microbiota. This lag in response and recovery, or hysteresis, 
may explain why corals are more susceptible to disease and bleaching both during 
and after ocean warming events, Ritchie said.

Ritchie used both culture-based and molecular methods to identify bacteria 
associated with a diverse collection of Symbiodinium samples. Bacteria isolated 
were primarily members of three bacterial groups: the Roseobacter clade, marino-
bacters (oceanospirillates group), and the Cytophaga-Flavobactrium-Bacteroides 
group. Emerging evidence suggests that Roseobacters are present in the early 
life stages of corals and are abundant on coral reefs when coral spawn. Simple 
laboratory experiments have revealed that roseobacters produce antimicrobial 
compounds, enhance the growth of Symbiodinium, and reverse symptoms of dis-
ease caused by the putative coral pathogen, Serratia marcescens (Krediet et al., 
in press; Ritchie, 2011). Together, these data suggest that roseobacters are likely 
to be critical in the maintenance of a healthy coral ecosystem.

Many of the beneficial bacteria isolated by Ritchie produce compounds as-
sociated with a cell-to-cell communication system used by a variety of bacterial 
species to mediate host–microbe interactions. These signals have been shown to 
be produced in situ on the surface of corals and to inhibit swarming and biofilm 
formation by coral pathogens (Alagely et al., 2011). Ritchie is using the polyp 
anemone, Aiptasia pallida, as a model system (there are no adequate coral 
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models) to explore interactions between bacterial community members, their 
coral hosts, and potential pathogens. As reported by Sharp and Ritchie (2012), 
Aiptasia pallida presents an opportunity to integrate a model systems approach 
with novel technologies from the “omics age” to learn more about multipartner 
interactions in corals in a moment of great environmental change.

METAGENOMICS

Exploring Microbial Diversity

As emphasized throughout the workshop, microbial genomics has supported 
the exploration of the vast diversity of the unseen microbial world. During the 
past decade, the scope and scale of these studies have increased from studies 
of low-complexity microbial communities (such as those found in acid mine 
drainage biofilms) to broad surveys of how complex microbial communities 
vary across space and time (Hugenholtz and Tyson, 2008) (Figure WO-23). The 
Human Microbiome Project, for example, seeks to map microbial communities 
associated with the different environments on and in the human body (e.g., gut, 
mouth, skin, vagina), track how these communities differ by individual and his 
or her health status, and identify how the microbiota (individual/community) 
contributes to states of health and disease (Turnbaugh et al., 2007). The Earth 
Microbiome Project is a metagenomics survey that will collect natural samples 
and analyze microbial communities from around the world; it is anticipated 
that 200,000 environmental samples will be collected from across the various 
biomes of Earth and sequenced for taxonomic and functional analysis (Gilbert 
and DuPont, 2011).

Metagenomic studies have provided insights into the rich and untapped 
genetic potential of microorganisms, the functional (metabolic) potential of mi-
crobial communities, and the structure (species richness and distribution) of 
communities in a wide range of environments. Examples include:

•	 The	analysis	by	Venter	et	al.	 (2004)	of	seawater	from	the	Sargasso	Sea	
resulted in the identification of more than 1.2 million new genes, includ-
ing more than 700 new rhodopsin-like photoreceptors. These proteins are 
now thought to be a major source of energy flux in the world’s oceans 
(Hugenholtz and Tyson, 2008).

•	 Tyson	et	al.	(2004)	were	able	to	reconstruct	two	almost	complete	genome	
sequences of Leptospirillum group II and Ferroplasma type II and the 
partial sequence of three other species from a low-complexity acid mine 
drainage biofilm. Genome analysis for each organism revealed speci-
fied pathways for carbon and nitrogen fixation and energy generation. 
More recently, Denef and Banfield (2012) analyzed samples taken at this 
site over a 9-year period to measure the evolutionary rate of free-living 
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microorganisms in the wild. Such studies will illuminate how ecologic 
and evolutionary forces interact to shape microbial population dynamics.

•	 A	recent	effort	to	catalog	the	genes	of	the	adult	human	gut	microbiome	
suggested that the genes contained within the gut flora outnumber those 
contained within our own genome by 150-fold. An individual likely har-
bors at least 160 bacterial species in his or her lower digestive tract 
(Qin et al., 2010). These communities appear to be carefully calibrated 
enterprises, and the disruption of this delicate balance may contribute to 
a variety of diseases including obesity, autoimmune diseases, and asthma 
(Ley et al., 2008).

•	 Tringe	et	al.	(2008)	used	a	gene-centric	analysis	to	assess	DNA	isolated	
from highly complex and nutrient-rich environments: soil and three iso-
lated deep-sea “whale fall” carcasses. Comparisons of gene abundance 
may provide habitat-specific fingerprints that reflect known characteris-
tics of the sampled environment and “hint at certain nutrition conditions, 
novel genes, and systems contributing to a particular life style or environ-
mental interactions.”

Workshop speakers elaborated on several current metagenomics projects 
that seek to provide insights into the interactions among microorganisms within 
a community.

Human-Associated Microbial Communities: Links to Health and Disease

Just as microbes colonize the bobtail squid’s light organ shortly after hatch-
ing, microbes colonize the human body internally and externally during its first 
weeks to years of life and become established in relatively stable communities 
in a variety of microhabitats (Dethlefsen et al., 2007). Research to date suggests 
that the site-specific microbial communities—known as microbiota or microbi-
omes30—that inhabit the skin, intestinal lumen, mouth, teeth, and so on of most 
individuals contain characteristic microbe families and genera. The species and 
strains of microbes present on or in any given individual may be as unique as 
a fingerprint (Dethlefsen et al., 2007). The microbiota of other terrestrial—and 
possibly aquatic—vertebrates are dominated by microbes that are related to, but 
distinct from, those found in humans. This suggests that host species and their 
microbial colonists have uniquely coevolved with and adapted to one another.

As discussed previously, the complexity of the human microbiome is as-
tounding. Each community has its own unique structure and ecosystem that is 

30  The term microbiome is attributed to the late Joshua Lederberg, who suggested that a comprehen-
sive genetic view of the human as an organism should include the genes of the human microbiome 
(Hooper and Gordon, 2001). Because most of the organisms that make up the microbiome are known 
only by their genomic sequences, the microbiota and the microbiome are from a practical standpoint 
largely one and the same (IOM, 2009).
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shaped by and actively influences the habitat within which it resides. As speaker 
George Weinstock of the Genome Institute at Washington University observed, 
“in all microbiomes, the organisms are talking to each other. They are talking 
to their hosts; they are doing things to the environment” (Dr. Weinstock’s con-
tribution to the workshop summary report may be found in Appendix A, pages 
357-378). He noted that their dynamic nature makes them challenging to study, 
but that understanding these dynamics may shed light on “the emergent and 
amazing properties that microbiomes bestow on their hosts and environments.” 
According to Weinstock, “the fundamental goal of human microbiome research 
is to measure the structure and dynamics of microbial communities, the relation-
ships between their members, what substances are produced and consumed, the 
interaction with the host, and differences between healthy hosts and those with 
disease” (Weinstock, 2012a).

He offered four vignettes from research associated with the Human Micro-
biome Project to illustrate the challenges and insights emerging from studies of 
variation in the human microbiome:

•	 discovery	of	new	bacterial	taxa	(using	16S	rRNA	sequence	variation)
•	 discovery	 of	 new	 strains	 of	 known	 taxa	 (looking	 for	 within	 species	

variation)
•	 health	versus	disease	(variation	of	community	structure)
•	 tracking	organisms	(genetic	variation	in	populations)

Discovery of new bacterial taxa The Human Microbiome Project has generated 
a massive amount of 16S rRNA gene sequence data.31 16S rRNA differs for each 
bacterial species (Weinstock, 2012a). A bacterial species is hard to define, but it 
is often thought of as organisms with 16S rRNA gene sequences having at least 
97 percent identity—an operational taxonomic unit (OTU) (Weinstock, 2012a).

In order to identify organisms in the human body that had not been described 
before, Weinstock chose 11 subjects from the Human Microbiome Project and 
analyzed their stool samples for sequences that had < 97 percent identity to any 
known 16S rRNA sequence.32 Stringent criteria were applied to subject selec-
tion33 and analysis of sequence data to distinguish truly novel sequences from 
artifacts (e.g., sequencing errors, chimeric sequences). After validation of the can-

31  The 16S rRNA gene is used for phylogenetic studies because it is highly conserved between 
different species of bacteria and archaea. In addition to these, mitochondrial and chloroplastic rRNA 
are also amplified.

32  The Human Microbiome Project has sampled 18 body sites in 300 subjects.
33  In response to a question from a Forum member, Weinstock elaborated on the criteria for what 

a healthy individual was and inclusion/exclusion criteria for this study. Exclusion criteria included 
everything from not having had an antibiotic treatment for a period of time prior to sample collection 
to not having rashes and having most of your teeth. Three days before sample collection, the subjects 
were also given packs of soap and toothpaste so that the microbiome being sampled was the micro-
biome of humans who use these products and who [are otherwise healthy].
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didate taxa by sequencing with multiple platforms and approaches, 26 sequences 
remained as candidate novel OTUs (i.e., genetically distinct groups of microbes). 
As illustrated in Figure WO-24, taxonomic analysis suggested that they are most 
likely new genera or species that are most similar to uncultured bacteria in the 
phyla Firmicutes, Bacteroidetes, and Proteobacteria. Further analysis of stool 
sample data from100 additional Human Microbiome Project participants dem-
onstrated that most of the novel taxa were found in multiple individuals sampled 
at two different geographic locations (Wylie et al., 2012a).

Discovery of new strains of known taxa Novel taxa remain to be discovered, 
Weinstock observed. In this survey, novel taxa were low in abundance within 
individuals, but were found in multiple people. The novel taxa identified are 
related, but not identical to, previously identified organisms, and are most simi-
lar to uncultured organisms. Looking for variation within species has led to the 
discovery of new strains of known species of bacteria and the association of these 
new strains with disease phenotypes.

FIGURE WO-24 Novel taxa are found in three of the major phyla associated with hu-
man stool samples.
SOURCE: Wylie et al. (2012a).
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Weinstock described a study, in collaboration with Huiying Li at the Univer-
sity of California, Los Angeles, that looked for a correlation between the com-
position of the human microbiome and acne (Fitz-Gibbon et al., 2013). Samples 
taken from the epithelial skin pores of the noses of 101 participants—half with 
and half without acne—were sequenced and cultured. 16S rRNA gene sequencing 
revealed similar community structure on a species level, with samples from both 
groups dominated by Propionibacterium acnes. This observation is illustrated in 
Figure WO-25.

Full length sequencing of more than 31,000 16S rRNA gene clones al-
lowed investigators to take a more detailed examination of community structure, 
which revealed variation at the subspecies level. Weinstock presented data for 
the 10 most abundant ribotypes. Compared against the most abundant strain, 
the sequence of the 16S rRNA gene of the other 9 strains differed by one or two 
nucleotides. Six of those nine were clearly more abundant in individuals with 
acne than those without (84 to 100 percent of clones with these ribotypes came 
from participants with acne). These 10 ribotypes clustered into five microbiome 
types, two that were primarily found in acne patients and three that were found 
in both groups. Whole genome sequencing of 71 cultured strains showed that 
two ribotypes highly associated with acne are distinct because they have two 
chromosomal regions that lack the other ribotypes (Figure WO-26). In addition, 
these two ribotypes have plasmid DNA.

Genomewide SNP clustering of the 71 P. acnes strains demonstrated that 
strains that tend to be associated with acne cluster together, as do the strains 
that tend to be associated with healthy people. Weinstock remarked that these 
results were striking; the identification of a one- or two-nucleotide difference in 
16S rRNA has led to the discovery of what appear to be potentially pathogenic 
strains of P. acnes and regions of the P. acnes genome that might be relevant to 
acne pathogenesis. Experiments are now being designed to test this intriguing 
hypothesis. Weinstock further observed that subspecies-level variation may be a 
widespread driver for other diseases, such as bacterial vaginosis, in which clini-
cal presentation of disease does not always show a relationship with community 
variation at the species level.

Health vs. disease: Variation between communities  A primary interest of the 
Human Microbiome Project is defining changes in a microbiome that are as-
sociated with disease. However, the intrinsic variation raises several important 
questions related to study design:

•	 How does one approach hypothesis testing, and power and sample size 
determination?

•	 What kind of a distribution best fits metagenomic data?
•	 How do you derive a number or a metric that conveys how similar or 

different two people are?



64 

F
IG

U
R

E
 W

O
-2

5 
P.

 a
cn

es
 is

 d
om

in
an

t i
n 

pi
lo

se
ba

ce
ou

s 
un

its
 in

 b
ot

h 
ac

ne
 p

at
ie

nt
s 

an
d 

in
di

vi
du

al
s 

w
ith

 n
or

m
al

 s
ki

n.
 B

y 
16

S 
rD

N
A

 s
eq

ue
nc

in
g,

 
P.

 a
cn

es
 s

eq
ue

nc
es

 a
cc

ou
nt

ed
 f

or
 8

7 
pe

rc
en

t 
of

 a
ll

 t
he

 c
lo

ne
s.

 S
pe

ci
es

 w
it

h 
a 

re
la

tiv
e 

ab
un

da
nc

e 
>

 0
.3

5 
pe

rc
en

t 
ar

e 
li

st
ed

 i
n 

or
de

r 
of

 r
el

at
iv

e 
ab

un
da

nc
e.

 A
s 

sh
ow

n 
on

 t
he

 f
ar

-r
ig

ht
 c

ol
um

n,
 s

pe
ci

es
 d

is
tr

ib
ut

io
n 

fr
om

 a
 m

et
ag

en
om

ic
 s

ho
tg

un
 s

eq
ue

nc
in

g 
of

 p
oo

le
d 

sa
m

pl
es

 f
ro

m
 n

or
m

al
 

in
di

vi
du

al
s 

co
nfi

rm
ed

 th
e 

hi
gh

 a
bu

nd
an

ce
 o

f 
P.

 a
cn

es
 in

 p
il

os
eb

ac
eo

us
 u

ni
ts

.
SO

U
R

C
E

: 
Fi

tz
-G

ib
bo

n 
et

 a
l. 

(2
01

3)
. R

ep
ri

nt
ed

 b
y 

pe
rm

is
si

on
 f

ro
m

 M
ac

m
il

la
n 

Pu
bl

is
he

rs
 L

td
: 

[J
O

U
R

N
A

L
 O

F 
IN

V
E

ST
IG

A
T

IV
E

 D
E

R
M

A
-

T
O

L
O

G
Y

] 
(F

it
z-

G
ib

bo
n 

et
 a

l.,
 2

01
3)

, c
op

yr
ig

ht
 (

20
13

).

0%10
%

20
%

30
%

40
%

50
%

60
%

70
%

80
%

90
%

10
0%

Relative abundance of species

O
th

er
S

ta
ph

yl
oc

oc
cu

s 
ca

pi
tis

U
nc

la
ss

ifi
ed

 c
or

yn
eb

ac
te

rin
ea

e
P

re
vo

te
lla

 o
ris

P
ro

pi
on

ib
ac

te
riu

m
 g

ra
nu

lo
su

m
P

ro
pi

on
ib

ac
te

riu
m

 h
um

er
us

ii
P

ro
pi

on
ib

ac
te

riu
m

 a
cn

es

P
oo

le
d 

no
rm

al
 s

ki
n

sa
m

pl
es

 b
y 

m
et

ag
en

om
ic

sh
ot

gu
n 

se
qu

en
ci

ng
S

am
pl

es
 fr

om
 a

cn
e 

pa
tie

nt
s

S
am

pl
es

 fr
om

 n
or

m
al

 in
di

vi
du

al
s

E
sc

he
ric

hi
a 

co
li

S
ta

ph
yl

oc
oc

cu
s 

ep
id

er
m

id
is



WORKSHOP OVERVIEW 

FIGURE WO-26 Genomic differences at the subspecies level (P. acnes). Genome com-
parison of 71 P. acnes strains shows that the genomes of RT4 and RT5 are distinct from 
others. Two chromosomal regions, loci 1 and 2, are unique to clade IA-2 and one other 
genome HL086PA1. Clade IA-2 consists of mainly RT4 and RT5 that are highly enriched 
in acne. The presence of a plasmid (locus 3) is also characteristic of RT4 and RT5. Each 
row represents a P. acnes genome colored according to the ribotypes. Rows are ordered by 
the phylogeny calculated based on the SNPs in P. acnes core genome. Only the topology 
is shown. The clades were named based on their recA types (IA, IB, and II). Columns rep-
resent 16 predicted open reading frames (ORFs) in the genomes and are ordered by ORF 
positions along the finished genome HL096PA1, which encodes a 55 Kb plasmid. Only 
the first 300 ORFs on the chromosome (on the left) and all the ORFs on the plasmid (on 
the right) are shown. The colored plasmid regions represent genes on contigs that match 
exclusively to the HL096PA1 plasmid region. The genes that fall on contigs that clearly 
extend beyond the plasmid region are likely to be chromosomally located and are colored 
in grey. Acne index for the ribotypes was calculated based on the percentage of clones of 
each ribotype found in acne.
SOURCE: Fitz-Gibbon et al. (2013). Reprinted by permission from Macmillan Publishers 
Ltd: [JOURNAL OF INVESTIGATIVE DERMATOLOGY] (Fitz-Gibbon et al., 2013), 
copyright (2013).
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Weinstock reviewed the Dirichlet-multinomial distribution for modeling and 
comparing species abundance distributions in human microbiota samples. This 
approach allows for quantification of community similarity by overdispersion 
(Figure WO-27), a metric that can be used to factor variation in community 
structure between healthy subjects (i.e., normal variation) and variation between 
states of health and disease into study design (La Rosa et al., 2012).
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Understanding the intrinsic variation in any two samples is essential for 
designing meaningful comparative studies. Weinstock noted that investigators 
are just beginning to define different classes of communities within a body site; 
such as high and low bacterial communities of lactobacillus in the vagina.34 A 
somewhat controversial area in human microbiome research, Weinstock said, is 
whether individuals or groups of people can be uniquely identified by their gut 
microbiomes. Three distinct gut community “enterotypes” have been proposed to 
group people and communities based on the predominance of one of three classes 
of organisms, Ruminococcus, Bacteroides, or Prevotella. Weinstock cautioned 
that for such community classifications, “time will tell whether these really re-
flect some kind of difference in people.” He noted however, that “we certainly 
know how to do an analysis that teases [apart] differences and allows you to test 
certain [hypotheses].”

FIGURE WO-27 Overdispersion of 22 sample types from Dirichlet-multinomial dis-
tribution showing similarity between subjects (mean +/– SD). The closer the mean is to 
zero, the less variation (or the greater similarity) between the microbiomes of two subjects.
SOURCE: Zhou et al. (2013).

Weinstock offered two examples of studies of microbial community varia-
tion associated with states of “disease” and “health.” The first, a collaboration 

34  According to Weinstock, Jacques Ravel, Larry Forney, and others who have investigated this for a 
long time think there may be as many as five different community classes of the vaginal [microbiome].
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with Homer Twigg of the Indiana University Medical Center in Indianapolis, 
was a longitudinal study of the effect of HIV on the lung microbiome, which 
suggests that variation between these communities increases with HIV infec-
tion and is reduced when patients are treated with highly active antiretroviral 
therapy (HAART). These observations are illustrated in Figure WO-28. After 
HIV is removed by antiretroviral therapy, it takes a long time for the disturbed 
microbiome to return to a healthy equilibrium state and for the host to re-establish 
immunological homeostasis. Interestingly, Tropheryma whippelei (the causative 
agent of Whipple’s disease, a rare gastrointestinal malabsorptive condition) was 
the dominant organism in lung samples during HIV infection. The significance 
of this finding is yet to be determined, but according to Weinstock, it underscores 
how little we know about the microbiome, and the potential for metagenomic 
analyses to generate new insights into human health and disease.

FIGURE WO-28 Change in HIV communities with HAART.
SOURCE: in collaboration with Homer Twigg of the Indiana University Medical School 
in Indianapolis (unpublished).

The second study discussed by Weinstock surveyed babies 36 months of age 
or younger that had been admitted to the hospital emergency room with a high 
fever (Wylie et al., 2012b). Standard diagnostic tests could not identify a caus-
ative agent in more than 30 percent of these patients. An analysis of nasal and 
plasma samples obtained from both febrile and afebrile children using shotgun 
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sequencing35 demonstrated that, while numerous DNA and RNA viruses were 
detected in all patients, virus sequences were significantly more abundant in fe-
brile children. Weinstock highlighted the intriguing result that healthy (or at least 
asymptomatic) children harbor many viruses, that these viruses have also been 
detected in nasal, vaginal, gastrointestinal, skin, and oral samples from healthy 
adults, and these infections are stable (i.e., not transient).

Tracking organisms: Genetic variation in populations Weinstock discussed 
insights emerging from research on genetic variation in metagenomic populations. 
Pooling of stool sample sequence data from the Human Microbiome Project and 
MetaHIT36 (together totaling 252 samples obtained from 207 people) created a 
massive amount of sequence information on the gut microbiome. When aligned 
with a reference set of approximately 1,500 finished bacterial genomes, this data 
set produced high-quality sequence information for 101 bacterial species, which 
could be further studied for genetic variation (Schloissnig et al., 2013).

This project has now created a catalog of how these 101 different species 
may fluctuate in different individuals, Weinstock explained, identifying 10.3 
million SNPs, 1.1 million short insertions and deletions, and more than 4,000 
structural variants in these species. Phylogenetic distribution and abundance of 
the 101 samples in the combined Human Microbiome Project-MetaHIT cohort 
were consistent with the usual community structure observed for the gut. By as-
sessing the presence or absence of specific SNPs in samples collected from the 
same patient at different times, researchers have been able to show that strains 
present in an individual were fairly stable over time—leading to the conclusion 
that a person has his or her own, unique, microbial communities that are distinct 
from the strains from another individual.

In another study, SNP analysis of samples from three different oral sites—
buccal mucosa, supragingival plaque, and the tongue dorsum, revealed site-
specific strains of Streptococcus oralis. An analysis of the community structure 
of the mouth may simply identify S. oralis as a member of the mouth microbiota. 
It appears, however, that different strains of S. oralis reside in different sites—
distinct ecological niches—in the mouth. Weinstock reiterated the importance of 
subspecies variation with respect to the pathogenicity of P. acnes, and wondered 
what else might be different between these three strains of S. oralis and what role 
those differences might play in oral health and disease.

35  “Shotgun sequencing” randomly shears genomic DNA into small pieces that are cloned into 
plasmids and sequenced on both strands, thus eliminating the BAC (bacterial artificial chromosome) 
step from the HGP’s (Human Genome Project’s) approach. Once the sequences are obtained, they are 
aligned and assembled into finished sequence.

36  MetaHIT, or Metagenomics of the Human Intestinal Tract, is a academic-industry consortium 
funded by the European Commission to study the association of bacterial genes in the human intes-
tinal microbiota with human health and disease. See www.metahit.eu.
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Phylogenetic and Functional Diversity in Deep-Sea Microbial Communities

Occupying 80 percent of our biosphere, the deep ocean37 remains a largely 
unexplored terra incognita. Located at an average depth of 4,000 meters (~2.5 
miles) below the sea surface, the deep-sea floor includes the largest mountain 
range on earth—the 50,000 mile long mid-ocean ridge system—and is the site 
of ~90 percent of the volcanic activity on the planet. According to speaker Peter 
Girguis of Harvard University, the ocean is also dominated by microorganisms. 
About 50 percent of the oxygen in Earth’s atmosphere—as well as about 50 
percent of Earth’s primary production—is produced by marine photosynthetic 
microbes. Marine microbes also play a major role in other biogeochemical cycles 
critical to our biosphere. The grand challenge for investigators interested in en-
vironmental microbes, Girguis said, is linking microbial identity to functional 
potential and activity, including elucidating the role a given microbe plays in 
global biogeochemical cycles.

The deep-sea floor influences Earth’s heat and energy budgets, primarily 
through hydrothermal circulation. The ocean circulates through the crust and 
underlying sediments on the sea floor, known collectively as the ocean crustal 
aquifer.38 With an estimated 1029 microbes in ocean sediments alone, the crustal 
aquifer harbors an extensive, and very poorly understood, community of micro-
organisms (Whitman et al., 1998). These microbes are thought to play a major 
role in marine biogeochemical cycles that influence the entire ocean, such as 
metal cycling.

Much of the fluid circulating through the crustal aquifer is discharged at 
deep-sea hydrothermal vents. These vents are prominent features along mid-
ocean ridges, and emit hot, chemically reduced fluids. The buoyant fluid emerges 
through the crust, and metals precipitate to form chimneys or “smokers.” Tem-
peratures range from 4 degrees Celsius in ambient water to more than 350 degrees 
Celsius inside smokers. Pressure at vents is around 250 atmospheres, or 4,000 
psi. Vent fluid contains millimolar concentrations of hydrogen sulfide and high 
concentrations of heavy metals such as arsenic, and it has an acidic pH (similar 
to vinegar) (Figure WO-29). According to Girguis, hydrothermal vent water is 
“pretty hostile stuff” that can melt plastics, dissolve tin and pewter, char wood, 
and melt glass. “But, what is amazing” he continued “is that the communities 
around these hydrothermal vents are immense in terms of their biomass. These 
are highly productive communities.” Indeed, chemoautotrophic39 microorganisms 
flourish around these vents and support abundant communities of flora and fauna, 
reaching densities comparable to those of rainforests.

37  Deeper than 1,000 meters.
38  The entire volume of this aquifer is expelled every 2,000 to 5,000 years, and the entire ocean 

circulates through this aquifer every 70,000 to 200,000 years (Fisher and Von Herzen, 2005).
39  Organisms that use energy derived from the oxidation of inorganic compounds to fix carbon.
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The basis of the food chain at hydrothermal vents is chemoautotropic mi-
crobes, but according to Girguis, “we don’t really know who is doing what, and 
how they are doing it.” Studying microbes in the laboratory is hampered by the 
fact that more that 99 percent of known microorganisms have eluded cultivation. 
For the study of deep-sea organisms specifically, it is difficult to replicate the con-
ditions of the deep-ocean trenches on Earth’s surface in order to conduct in situ 
chemical measurement and experiments. Girguis has designed novel instruments 
to collect contextual metadata in these remote sites (such as underwater mass 
spectrometers to look at dissolved gases). Measuring activity at the microbial 
scale (such as, microbial influence on pH, temperature, CO2) is a slow and tedious 
process, and the nature, quality, and abundance of contextual data available to link 
specific microbes to biogeochemical processes varies widely. As such, there is 
an “impedance mismatch” between the volume and nature of data available from 
high-throughput sequencing technologies and the volume and nature of the con-
textual data obtained from geochemical sensors. Omics-derived data that inform 
us about who is there and what they are potentially capable of doing, according to 
Girguis, will be helpful in guiding the design and conduct of geochemical studies.

FIGURE WO-29 Hydrothermal vents host substantial endolithic microbial communities.
SOURCE: Girguis (2012); Schrenk et al. (2003).

One paradox in vent microbial ecology is that the rate of sulfide oxidation in 
chimneys is higher than expected given the limited concentration of oxidants in 
vent effluents. As it turns out, metal sulfides in chimney walls (e.g., chalcopyrite, 
pyrite, wurtzite) are highly conductive, and vent-dwelling microbes are capable 
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of extracellular electron transfer, a process of shuttling electrons from anaerobic 
respiration inside the cell to solid phase insoluble remote oxidants outside the 
cell. In essence, the anaerobes are benefiting from electrical continuity to oxygen 
as an oxidant, without being in chemical continuity with that oxygen. Further 
studies suggest that, in fact, vent microbes are using extracellular electron transfer 
to both donate and accept electrons. Microbes are essentially sharing electron 
equivalents through the conductive vent matrix.

FIGURE WO-30 Electrical continuity yields diverse representative community.
SOURCE: Girguis (2012).

Girguis described studies of microbial extracellular electron transfer us-
ing “microbial fuel cells” that mimic mineral oxidants. In a lab-based artificial 
vent, he measured the amount of current across electrodes in vent fluid and in 
oxygenated seawater, which in the absence of bacteria was minimal. Inoculation 
of the vent fluid with microbes collected from hydrothermal vents resulted in a 
substantial, measurable increase in current, which Girguis noted, is continuous 
and sustained (over 6 months thus far). Pyrite in the system acts as a conduc-
tor and supports the establishment of a lush and diverse microbial community 
that is representative of what is seen in an active hydrothermal vent community 
freshly recovered from the sea floor (Schrenk et al., 2003; Takai et al., 2003) (Fig-
ure WO-30). In the absence of electrical continuity, the minimal community that 
forms on pyrite bears a greater resemblance to what is found on extinct sulfides 
(Sylvan et al., 2012). Girguis noted, “our literature [is] unfortunately populated 
with a lot of data that may not actually represent the conditions that the microbes 
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are seeing in situ” because many researchers have studied sulfides from the sea 
floor without electrical continuity to oxygen.

Metagenomics suggests that microbial communities formed in the pres-
ence of electrical continuity have the potential for sulfide oxidation, hydrogen 
oxidation, and carbon fixation. Experiments conducted in the presence of electri-
cal continuity result in substantially more carbon fixation—which rectifies the 
discrepancies seen in previous biogeochemical measurements. Using shotgun 
metagenomics to interrogate communities recovered from the interior and exte-
rior of sulfide deposits has led to the identification and isolation of iron oxidizers 
that are accepting electrons and using it to fix carbons. Essentially, Girguis noted, 
these microbes are sharing electron equivalence through a conductive matrix—a 
finding that has reshaped the way we think about the communities growing at 
these hydrothermal vents.

From a biogeochemical perspective, extracellular electron transfer enables 
microbes to access remote oxidants, stimulates primary productivity, and influ-
ences local alkalinity. Extracellular electron transfer also reshapes the notion of 
anaerobic metabolism, Girguis said. Although these organisms are anaerobes 
(and do not grow in the presence of oxygen) it is clear they are coupled to the 
availability of remote oxidants via extracellular electron transfer. Girguis and col-
laborators are currently focused on characterizing the phylogenetic and functional 
diversity of microbes living in hydrothermal vents around the world.

Community Ecology and Adaptation to the Environment—Use of Genomic 
Approaches to Study Evolution in Real Time

Comparative analyses of microbial genomes have demonstrated that the 
microbial genome is a dynamic entity shaped by multiple forces including gene 
loss/genome reduction, genome rearrangement, expansion of functional capabili-
ties through gene duplication, and acquisition of functional capabilities through 
lateral or horizontal gene transfer (HGT) (Fraser-Liggett, 2005). Several natural 
processes carry genetic information from one species to another. DNA can be 
transported by viruses (transduction), via bacterial mating (conjugation), and 
through the direct uptake of DNA from the environment (transformation). Genes 
that must function together are transferred together as genomic islands (e.g., 
pathogenicity islands) (Hacker and Kaper, 2000).

While microorganisms might superficially appear the same according to 16S 
gene sequence profiles, specific SNPs in the genome and particular genes that 
are acquired by bacteria can contribute to fine-scale diversity and adaptation to 
environments. Horizontal gene transfer studies have identified DNA that has been 
moved across different organisms in the environment quite recently as well as 
more than a million years ago. In his prepared remarks, Eric Alm of the Broad 
Institute described two microbial ecology projects that study how bacteria adapt 
to their environment in real time.
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Global network of horizontal gene transfer The first project Alm described 
involved the horizontal transfer of nearly identical genes from one species of 
bacteria into an entirely different species. Alm was inspired by a study describing 
the transfer of a gene for an enzyme that breaks down algal polysaccharides. The 
gene appears to have transferred from the algae itself, to marine bacteria, to the 
gut microbiota of Japanese individuals (potentially through the consumption of an 
edible seaweed) (Hehemann et al., 2010). In each case, Alm noted, the acquisition 
of this gene provided a selective advantage to the recipient host.

The Alm laboratory searched GenBank and found nearly 11,000 different 
proteins for which the genes were close to 100 percent identical in two totally 
different bacterial species (suggesting recent transfer of the DNA). Even more 
striking, Alm said, was that despite screening equal amounts of environmental 
and human-associated bacteria, the vast majority of pairs of bacteria that shared 
a nearly identical gene were isolated from sites on the human body. The highest 
rates of transfer were between bacteria isolated from the same body part (albeit 
on two different individuals), that is, ecologically similar but physically separated 
sites (Figure WO-31). Horizontally transferred genes for antibiotic resistance are 
a particular concern, and there is evidence that transfer does occur between hu-
mans, the foods they consume, and the livestock they raise (Smillie et al., 2011).

Sympatric speciation Alm explained that there are two conflicting, empirically 
based observations for how sympatric speciation occurs.40 The “ecotype” model 
hypothesizes that within a particular ecological niche, one bacteria will acquire 
a selective advantage and out compete everything else within, but not outside, 
that niche. Over time this type of clonal expansion leads to the tree structure that 
is commonly observed when looking at bacterial diversity (Gevers et al., 2005; 
Lipsitch et al., 2009). The “gene-centric” model states that there are environment-
specific genes that are independent of species (Coleman and Chisholm, 2010).

It had been assumed that sympatric speciation was only theoretically possible 
when the number of adaptive loci was relatively small (Kondrashov and Mina, 
1986). Alm pointed to ecological differentiation in animals to illustrate this point. 
In parts of Western Africa there are two variants of the malaria vector, Anopheles 
gambiae, that coexist in the same place and at the same time, differing by only a 
very few select loci in the genome (White et al., 2010).

To study ecological differentiation in microbial communities, Alm sequenced 
Vibrionaceae strains from coastal bacterioplankton together with Martin Polz at 
the Massachusetts Institute of Technology (Hunt et al., 2008) (Figure WO-32). 
They identified one clade of Vibrio that differentiated phylogenetically into 15 
clusters that inhabited different parts of the water column. Upon sequencing 
chromosome 141 from 20 closely related strains in one particular cluster, it was 

40  Speciation in the absence of physical barriers to genetic exchange between incipient species.
41  Vibrio have two circular chromosomes.
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found that these strains partitioned further into two distinct, ecologically oriented 
groups. The sequence of chromosome 2, however, suggested significant recombi-
nation had occurred, which did not support the ecotype theory.

FIGURE WO-31 HGT is ecologically structured by functional class and at multiple 
spatial scales. The frequency of transfer between different environments is shown for all 
functional groups (Panels a, b) and for antibiotic resistance (AR) genes only (Panels c, 
d). Box widths indicate the number of genomes from each environment. Panel a, When 
all genes are considered (upper half), human isolates form a block of enrichment (upper 
left). Panel b, For every environment examined we observe more transfer within the same 
environment (black dots) than between environments (white dots). Panel c, The fraction 
of gene transfers that includes at least one AR gene for each environment. Statistical un-
certainty in the proportion of AR transfer is indicated by decreased color saturation (see 
Methods). Panel d, AR genes comprise a significantly higher fraction of observed HGT 
between different environments (white dots) relative to that within the same environment 
(black dots) in contrast to Panel b.
NOTE: Uro, urogenital.
SOURCE: Smillie et al. (2011). Reprinted by permission from Macmillan Publishers Ltd: 
NATURE . Smillie, C. S. et al. 2011. Ecology drives a global network of gene exchange 
connecting the human microbiome. Nature 480(7376):241-244, copyright 2011.

Alm concluded that most mutations across the genome supported an ecologi-
cal tree, although there is a history of rampant recombination within and between 
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ecological groups, and just a few highly divergent, habitat-specific loci drive the 
genome-wide ecological signal (as originally predicted by Kondrashov in 1986). 
Alm also found evidence for the recent emergence of barriers to homologous 
recombination between habitats (i.e., bacteria tend to recombine with others from 
the same environment).

FIGURE WO-32 Season and size fraction distributions and habitat predictions mapped 
onto Vibrionaceae isolate phylogeny inferred by maximum likelihood analysis of partial 
hsp60 gene sequences. Projected habitats are identified by colored circles at the parent 
nodes. Panel A, Phylogenetic tree of all strains, with outer and inner rings indicating 
seasons and size fractions of strain origin, respectively. Ecological populations predicted 
by the model are indicated by alternating blue and gray shading of clusters if they pass 
an empirical confidence threshold of 99.99 percent (see supporting online material for 
details). Panel B, Ultrametric tree summarizing habitat-associated populations identified 
by the model and the distribution of each population among seasons and size fractions. 
The habitat legend matches the colored circles in (A) and (B) with the habitat distribution 
over seasons and size fractions inferred by the model. Distributions are normalized by the 
total number of counts in each environmental category to reduce the effects of uneven 
sampling. The insets at the lower right of (A) show two nested clusters (I.A and I.B and 
II.A and II.B) for which recent ecological differentiation is inferred, including habitat 
predictions at each node. The closest named species to numbered groups are as follows: 
G1, V. calviensis; G2, Enterovibrio norvegicus; G3, V. ordalii; G4, V. rumoiensis; G5, V. 
alginolyticus; G6, V. aestuarianus; G7, V. fischeri/logei; G8, V. fischeri; G9, V. superstes; 
G10, V. penaeicida; G11 to G25, V. splendidus.
SOURCE: Hunt et al. (2008). From Hunt, D. E., L. A. David, D. Gevers, S. P. Preheim, E. 
J. Alm, and M. F. Polz. 2008. Resource partitioning and sympatric differentiation among 
closely related bacterioplankton. Science 320(5879):1081-1085. Reprinted with permis-
sion from AAAS.
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Based on this work, Alm and colleagues proposed a new model for sympatric 
speciation in bacteria (see Figure WO-33) that reconciles the conflicting ecotype 
and gene-centric models described earlier (Shapiro et al., 2012). The new model 
begins with an ancestral population in which there was significant homologous 
recombination. At some point a new niche arose and a small number of alleles 
conferred fitness to one niche and not the other. Those alleles then selectively 
swept through each of those smaller populations.

If one were to sample a random housekeeping gene that is not one of these 
very few loci that contribute to fitness, there would be no clear ecological patterns 
in the phylogenetic tree (sample t1 in the figure). Over long periods of time, if 
these gene pools remain separate, then there will be habitat-specific clusters that 
emerge (sample t2 in the figure).

FIGURE WO-33 Ecological differentiation in recombining microbial populations. (A) 
Example genealogy of neutral marker genes sampled from the population(s) at different 
times. (B) Underlying model of ecological differentiation. Thin gray or black arrows rep-
resent recombination within or between ecologically associated populations. Thick colored 
arrows represent acquisition of adaptive alleles for red or green habitats.
Alm (2012). A: From Shapiro et al. (2012). Population genomics of early events in the 
ecological differentiationsof bacteria. Science 336(6077):48-51. Reprinted with permis-
sion from AAAS; B: CDC/James Gathany; C&D reproduced with permission from the 
International Institute for Applied Systems Analysis (IIASA).
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Cataloging and Characterizing the Earth’s Microbiome

The Earth Microbiome Project seeks to provide a systematic characteriza-
tion of microbial life on Earth, cataloging and comparing the microbial diversity 
across all Earth environments (e.g., air, soil, water, humans). Because the majority 
of Earth’s microbes are at present not readily cultivable, the Earth Microbiome 
Project takes a metagenomic approach to tap into what speaker Jack Gilbert of 
the Argonne National Laboratory called the “great dark biosphere,” extracting 
and sequencing total DNA from environmental samples (Figure WO-34) (Dr. 
Gilbert’s contribution to the workshop summary report may be found in Appendix 
A, pages 166-188).

FIGURE WO-34 Metagenomic approach to studying the Earth’s microbiome. Total DNA 
is extracted from an environmental sample, in this case, a marine microbial community. 
Taxonomy and protein function are inferred from DNA sequences.
SOURCE: Gilbert (2012) from Gilbert and Dupont (2011). Republished with permission 
of Annual Reviews, from Microbial metagenomics: Beyond the genome, Gilbert, J.A and 
Dupont C.L., 3, 2011; permission conveyed through Copyright Clearance Center, Inc.

The Earth Microbiome Project involves more than 120 collaborators across 
more than 50 institutions in 25 countries. Gilbert noted that unlike the Human 
Microbiome Project, the Earth Microbiome Project is not very well funded at 
the moment. Beyond funding, one of the biggest technical challenges is col-
lecting samples from around the globe. Obtaining samples from the Peruvian 
Amazon, the bottom of the Marianas Trench, the air above Colorado, and from 
humans across a vast swath of Africa requires a network of collaborators who 
have access to those samples. More than 50 researchers have pledged more than 
60,000 samples to the project. Samples are selected on the basis of their position 
in environmental gradients—those chemical, physical, and biological gradients 
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that define the niche space within which bacteria, archaea, microbial eukary-
otes, and viruses exist. Rich contextualization of that environment at the time of 
sample collection is important, including, for example, nutrient concentrations, 
pH, temperature, host, time of collection, latitude and longitude, and any other 
environmental, contextual data that can provide clues as to why that community 
exists where it exists, and why it exhibits a particular functional phenotype.

Gilbert provided an overview of some of the analyses that have been done 
to date on approximately 15,000 samples. By cataloging microbes across spe-
cific environmental gradients (in extremes of temperature, extremes of nutrient 
availability, extremes of pressure and light availability, etc.) it is possible to sys-
tematically catalog that community in a much more robust fashion. Sequences 
from the Earth Microbiome Project map to 82 percent of the Greengenes tree of 
life (compared to the Human Microbiome Project, which has thus far cataloged 
17 percent of the tree). Gilbert emphasized that this is just what can be matched 
against what is already known from surveys of 16S rRNA genes. This known 
diversity accounts for only 5 or 6 percent of the total diversity cataloged in the 
Earth Microbiome Project. In the first 10,000 samples analyzed, ~600,000 bacte-
rial OTUs, or putative bacterial species, were identified.

Gilbert observed that the environment with the most diverse microbial com-
munity composition sampled thus far is oil spill sediments in the Gulf of Mexico, 
followed by stream water, and soil. Interestingly, the insect microbiome (bacteria 
in ant and termite intestines) was the least diverse environment, but contained the 
greatest number of new species identified. If we want to catalog more new bacte-
rial species, Gilbert said, we should be looking to those particular environments 
with the most novelty, as opposed to environments that are already the subject 
of systematic surveys such as ice cores, marine water, and human environments.

Genomic environmental monitoring  The Genomic Observatories network was 
described by Gilbert as “a network of sites working to generate genomic obser-
vations that are well-contextualized and compliant with global data standards.” 
Observatories will participate in long-term monitoring of environments across the 
globe, applying genomic technologies to monitor microbial, vertebrate, inverte-
brate, and eukaryotic diversity and interactions.

Gilbert reviewed one project exploring the seasonal microbial community 
structure in the English Channel. Researchers conducted microbial 16S rRNA 
gene surveys, followed by shotgun metagenomic and shotgun metatranscrip-
tomic surveys to understand function, every month for 6 years—a total of 72 
time points. Gilbert then developed a model to predict community structure from 
environmental parameter metadata (e.g., temperature, nitrate concentration, pH), 
predict functional metabolism from that community structure, and to then predict 
how that functional metabolism influences environmental parameters. The result-
ing positive feedback loop can be used for microbial forecasting (Larsen et al., 
2012). The model takes into account biological interactions; if one particular 
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organism increases its relative abundance, then it will also have an impact upon 
the relative abundance of another organism. Gilbert described how he was able to 
extrapolate from the information gleaned from the 6-year survey of one location 
in the English Channel to predict the relative abundance of more than 100,000 
different bacterial species at any given time and location in this environment. 
This extrapolated predictive capability may then be used to refine the sampling 
strategy.

The next step in these studies is what Gilbert referred to as “predictive rela-
tive metabolic turnover,” in which functional dynamics of the predicted commu-
nity are inferred from the metagenome and metatranscriptome information—for 
example, how that community responds to environmental change (Larsen et al., 
2011). From the predicted functional ability of a community, we can predict its 
metabolic capacity. The ultimate goal is to study how changes in metabolism 
feed back and influence the environment within which the organisms are found.

Looking at CO2 turnover within the English Channel environment over a 24-
hour period, for example, Gilbert and colleagues saw an impressive 94 percent 
correlation between their ability to predict CO2 generation or consumption as a 
semi-quantitative measure, and the quantitated, analyzed, and observed flux of 
CO2 from the channel surface as reflected in the UNESCO Surface Ocean CO2 
atlas. These observations are depicted in Figure WO-35.

Other microbiome projects  Gilbert sampled different environments on a couple 
(e.g., palm, heel, inside of nose) and their home including the kitchen counter, 
floor, and light switch; bedroom floor; front door knob; and bathroom door knob. 
These data are presented in Figure WO-36.

Gilbert went on to discuss several environment-specific microbiome projects 
under way, including the Home Microbiome Study that seeks to understand how 
humans interact with the microbes on their skin and the microbes in their home. 
We live in our spaces, but those spaces are also living, Gilbert said. When a per-
son moves into a new house, does the person adopt the microbiome that already 
exists in the house, or does the house adopt the microbiome of its new inhabit-
ant? Or perhaps there is a new state where the microbiomes of both house and 
inhabitant are modified?

He found that the microbiomes of the feet of both the man and the woman 
were very heavily dominated by Staphylococcaceae. When they moved in, the 
solid oak bedroom floor was dominated with Mycoplasmataceae; however, after 
6 days the floor became repopulated with Staphylococcaceae. While bedroom 
floors reflect their inhabitants, kitchen countertops in general look very similar 
across houses because they are constantly in a state of dynamic flux due to fre-
quent cleaning. Gilbert added that people living together tend to have similar 
microbiota.

The final project that Gilbert discussed was the Hospital Microbiome Project 
that is just getting under way. This study is taking advantage of a new hospital 
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pavilion being built at the University of Chicago to try to understand what hap-
pens to the microbiome of the hospital when the humans move in. Samples will 
be collected before the hospital opens in early 2013, and then every day for a year 
across patient rooms, nursing stations, hospital corridors, hallways, and people, 
including patients and staff. The goal is to better understand the dynamics of 
microbial populations over space and time and how these populations may lead 
to nosocomial infections.

FIGURE WO-35 Extrapolating microbial community structure. Using satellite image 
modeling data (hyperspectral data from 5,000 49-km2 grid cells in the English Channel), 
it is possible to predict the microbial community assemblage (relative abundance of each 
OTU), and then to predict the turnover of specific metabolites such as CO2. Determining 
what impact the changes in microbial-mediated CO2 have on the hyperspectral properties 
of the water will provide a feedback term.
SOURCE: Gilbert (2012).

PRACTICAL APPLICATIONS OF GENOMIC TECHNOLOGIES

Applications of microbial genomics, such as those discussed throughout the 
workshop, have expanded researchers’ appreciation for the biology of microor-
ganisms including their organismal, metabolic, and environmental diversity; the 
structure of microbial populations over space and time; the evolution of microbial 
species; and the acquisition of novel virulence factors and pathogenicity islands. 
These areas of inquiry are providing important insights into the “ground rules” of 
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pathogen evolution and will inform the development of a “versatile platform for 
developing new responses to infectious disease” (Lederberg, 2000).

FIGURE WO-36 We change the microbial community of a house.
SOURCE: Gilbert (2012).

Tools for Microbial Detection, Surveillance, and Response

Although still very much a research enterprise at this stage, microbial genom-
ics has great potential for practical application. As illustrated in Figure WO-37, 
microbial genomics is becoming an increasingly important tool for a wide range 
of applications. Relman has previously noted that, “[d]ifferences in the sequence 
and structure of genomes from members of a microbial population reflect the 
composite effects of mutation, recombination, and selection. With the increasing 
availability of genome sequences, these effects have become better characterized 
and more effectively exploited in order to understand the history and evolution of 
microbes and viruses and their occasionally intimate relationships with humans. 
The resulting insights have practical importance for epidemiologic investigations, 
forensics, diagnostics, and vaccine development” (Relman, 2011).

A genome sequence facilitates the development of a variety of tools and 
approaches for understanding, manipulating, and mitigating the overall effect 
of a microbe. The sequence provides insight into the population structure and 
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evolutionary history of a microbe for epidemiologic investigation, information 
that could be used to develop new diagnostic tests and cultivation methods, new 
targets of drug development, and antigens for vaccine development (Relman, 
2011).

FIGURE WO-37 Microbial genomics and tool development.
SOURCE: Relman (2011). From New England Journal of Medicine, David A. Relman, 
Microbial Genomics and Infectious Diseases, 365(4):347-357. Copyright ©2011 Massa-
chusetts Medical Society. Reprinted with permission from Massachusetts Medical Society.

Microbial Genomics as a Frontline Public Health Tool

Understanding how a pathogen spreads from person to person or through 
populations is essential to developing an effective public health response. While 
we understand a great deal about the means of transmission for some pathogens—
measles and influenza viruses are spread on droplets, HIV is a blood-borne 
disease, and West Nile virus is a vector-borne viral disease—public health epi-
demiologists do not yet fully understand how pathogens spread from person to 
person, from community to community, over space and time, and how underlying 
social network structures shape the movement of pathogens, said speaker Jennifer 
Gardy of the British Columbia Centre for Disease Control, Vancouver, Canada 
(Dr. Gardy’s contribution to the workshop summary report may be found in Ap-
pendix A, pages 141-150).
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Field epidemiology, or traditional “shoe leather” epidemiology, involves 
interviewing people—the “host”—and looking for commonalities in social con-
tacts, attendance at particular locations, contact with foods, or other behaviors 
that might explain the appearance and spread of disease. Molecular epidemiology, 
by contrast, essentially interviews the pathogens, Gardy said, through serotyp-
ing and genetic fingerprinting, including the use of restriction fragment length 
polymorphism analysis and multilocus sequence typing.

Tuberculosis: Whole genome sequencing vs. genetic fingerprinting  One of 
the problems with the current standard for outbreak investigations, which uses 
a combination of field epidemiology and genetic fingerprinting, is that different 
molecular epidemiology techniques have different resolutions, which influence 
the perception of an outbreak.

Recalling investigations of tuberculosis (TB) outbreaks in British Columbia, 
Gardy noted that when the provincial public health laboratory switched from 
using 12-loci MIRU-VNTR (a fingerprinting technique used for Mycobacterium 
tuberculosis) to 24-loci MIRU-VNTR (a higher resolution tool), some clusters of 
cases that appeared at first to be related were actually unrelated. Such differences 
influence the perceptions of how cases might be related to each other and how an 
outbreak is reconstructed, Gardy said. Another issue with genetic fingerprinting 
methods is that the order of transmission is not always easy to infer (i.e., who 
infected whom and when).

Even using the best genetic fingerprinting techniques, only a very small frac-
tion of the genome is being sampled. For the average bacterium, noted Gardy, 
MLST examines short fragments of seven housekeeping genes, essentially 0.03 
percent of the available DNA. She continued, “that means you are ignoring 99.97 
percent of its genome that contains informative and interesting variation that 
might give you a high-resolution view of an outbreak and that might actually be 
able to tell you about the order of transmission.” The whole genome sequence 
has often been referred to in molecular epidemiology as “the ultimate genotype.” 
With next-generation genome sequencing technology, molecular epidemiologists 
may be able to sequence numerous isolates from an outbreak quickly and cheaply.

An emerging discipline of “genomic epidemiology” is employing whole 
genome sequences from outbreak isolates to track person-to-person spread of an 
infectious disease. Even in the space of a few days or a week, pathogens are mea-
surably evolving and accruing mutations, and there can be enough informative 
variation (i.e., SNPs) to be able to distinguish isolates from each other. Whole ge-
nome sequencing, combined with information about the social or other relation-
ships between cases, can facilitate “visualizing” the actual transmission events.

Gardy noted that this approach has been used twice so far in British Co-
lumbia for TB outbreaks (Gardy et al., 2011). In one example, 24-loci molecular 
fingerprinting suggested that all of the outbreak isolates were identical to each 
other. The social contact network for the extremely close-knit community hinted 
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at the source case of the outbreak; however, after the first two cases or so, there 
were too many possibilities for transmission pathways for any one person’s 
infection. Even though all the isolates had the same mycobacterial interspersed 
repetitive unit-variable number tandem repeat (MIRU-VNTR) fingerprint, there 
was enough variation observed in whole genome sequencing to divide the isolates 
into two distinct phylogenetic clades, making that social network more amenable 
to interpretation (Figure WO-38).

The second TB outbreak discussed by Gardy was a location-based outbreak. 
The affected individuals did not necessarily have social connections to each 
other, but they all shared attendance at common locations—homeless shelters in 
the interior region of British Columbia. In addition, many of the strains isolated 
were resistant to low levels of isoniazid—the frontline antibiotic for the treatment 
of tuberculosis.

Whole genome sequencing suggested an early wave in the Vancouver area, 
including an individual in whom it is hypothesized that the resistance mutation 
arose, followed by the first wave of transmission associated with one of the shel-
ters, then a second wave of infection at the second shelter that was likely seeded 
by one individual showing one very characteristic mutation. Gardy noted that the 
uses of microbial genomics described in her presentation are largely confined to 
the research environment, and that there is a long way to go before such an ap-
proach becomes a clinically validated technique used in reference laboratories. 
Gardy emphasized that in order to move forward with whole genome sequencing 
as a molecular epidemiology tool, it is important to remember that genomic data 
must be interpreted in the context of epidemiological and clinical data. It is not 
possible to reconstruct an outbreak from genome sequence alone. Gardy con-
cluded that public health has the registries and the clinical expertise to comple-
ment the genome sequencing research, and collaboration and data sharing is key 
to maximizing the value of genomic data sets.

Microbial Diagnostics and Genomic Epidemiology

Speaker Mark Pallen of the University of Birmingham (UK) assessed the 
state of diagnostic microbiology by saying “We are now in the 21st century, but 
most of the time we are relying on 19th-century techniques” (Dr. Pallen’s con-
tribution to the workshop summary report may be found in Appendix A, pages 
238-256). As illustrated by two case studies of genomic epidemiology of Gram-
negative pathogens, Acinetobacter and E. coli, genomics provides a way to do 
things a bit differently and perhaps better.

Acinetobacter: Defining species, transmission, and resistance  Pallen first de-
scribed how he used whole genome sequencing of Acinetobacter baumannii iso-
lates to detect differences between isolates within an outbreak and to determine 
chains of transmission. A. baumannii is a Gram-negative bacillus associated with 
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FIGURE WO-38 Putative transmission on networks constructed from genotyping data 
versus whole genome data for 32 patients. Genotyping data from analyses of mycobacte-
rial interspersed repetitive unit-variable number tandem repeats (MIRU-VNTRs) were 
used in Panel A, and whole genome data were used in Panel B. Each panel shows patients 
(identified by case number) represented by circles colored according to smear status and 
clinical presentation as an index of infectivity: black circles indicate smear-positive pul-
monary disease, gray circles smear-positive miliary disease or smear-negative pulmonary 
disease, and white circles smear-negative extrapulmonary disease. The cases are connected 
by arrows on the basis of reported social relationships representing plausible transmission 
attributable to a single case (purple arrows) or multiple potential sources of transmission 
(light blue lines), with dashed arrows indicating moderately infective patients and solid 
lines highly infective patients. In Panel A, the case with the earliest symptom onset was 
MT0001 (center), and the second-earliest case is shown at the 12 o’clock position, with the 
remaining cases listed in the clockwise direction in order of increasing time since symptom 
onset. When a clonal outbreak is assumed, the epidemiologic interpretation of the data 
suggests that most transmission events can be traced to the source case, MT0001. In Panel 
B, the cases are shown according to circular dendrograms based on whole genome data 
reflecting the tuberculosis lineage (A in blue and B in pink). This network provides a more 
accurate picture of transmission, with transmission restricted to each lineage, facilitating 
epidemiological interpretation of the underlying social-network data and revealing the role 
of the second and third source cases (MT0010 and MT0011). 
SOURCE: Gardy et al. (2011). From New England Journal of Medicine, Jennifer L. 
Gardy, et al., Whole-Genome Sequencing and Social-Network Analysis of a Tuberculosis 
Outbreak, 364, 730-739. Copyright ©2011 Massachusetts Medical Society. Reprinted with 
permission from Massachusetts Medical Society.
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wound infections, ventilator-associated pneumonia, and bacteremia. Isolates are 
generally multi-drug resistant, with colistin and tigecycline the only reserve 
antibiotic agents in many cases. A. baumannii has been isolated from military 
personnel returning from Iraq and Afghanistan, and there have been cases of 
transmission from military to civilian patients in shared health care facilities.

Isolates from an outbreak in Birmingham Hospital, in 2008, were classified 
as indistinguishable by standard typing methods. Using whole genome sequenc-
ing of six isolates, Pallen’s team was able to identify three loci that were SNP 
variations between isolates (Lewis et al., 2010). Pallen then developed and vali-
dated a genotyping scheme based on those SNPs and was able to map different 
aspects of the outbreak over space and time.

In collaboration with colleagues in London, Pallen found significant differ-
ences between A. baumannii isolates collected from a patient before and after 
tigecycline therapy. Prior to therapy the strain was drug-sensitive; following treat-
ment it became drug-resistant. Whole genome sequencing of the post-treatment 
isolate detected 18 SNPs that were absent from the sequence of the pre-treatment 
isolate. Nine of the SNPs were non-synonymous (i.e., the change resulted in 
translation to a different amino acid), and one of them was actually in a gene 
called adeS, which is known to be part of a pair of genes that encode a two-
component regulatory system that is involved in the resistance in this particular 
pathogen to tigecycline (Hornsey at al., 2011). In addition, there were three con-
tigs in the pre-treatment isolate that were not found in the post-treatment isolate. 
It is often assumed that developing resistance involves acquisition of DNA. In 
this case, moving toward resistance was actually associated with a loss of DNA. 
One deletion resulted in a truncated mutS gene that is involved in DNA repair. 
Pallen hypothesized that loss of DNA repair led to an increase in mutation rate 
and primed the isolate to then acquire antibiotic resistance.

Based on phylogenetic studies, Pallen speculated that, for Acinetobacter spe-
cies, it should be possible to define species by genome sequence alone, without 
the need for any phenotypic testing or any other screening methods like DNA-
DNA hybridization to define a species. 16S sequences, which are commonly 
used as a taxonomic marker, were not capable of delineating the accepted species 
within the Acinetobacter genus. A core genome phylogenetic tree, however, was 
consistent with the currently accepted taxonomy and also identified three misclas-
sifications within strains and strain collections. Pallen noted that phylogenetics 
can be very processor- and time-intensive. However, the use of the “average 
nucleotide identity” approach quickly delivered results that were consistent with 
the traditional and phylogenetic classifications (Hornsey et al., 2011).

E. coli: Crowdsourcing the genome  To illustrate the power of making data 
publicly available, Pallen described how the use of social media such as blogging 
and Twitter can augment the usual channels of scientific discovery and academic 
discourse. An outbreak of more than 4,000 cases of E. coli O104:H4 in Germany 
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in the summer of 2011 led to more than 50 deaths. This E. coli outbreak was 
characterized by a very high risk of hemolytic uremic syndrome (a complication 
of Shiga toxin–producing E. coli) and was ultimately linked to the consumption 
of sprouted fenugreek seeds.

Pallen’s collaborators in Hamburg sent DNA from an outbreak isolate to 
BGI42 for sequencing; BGI subsequently released the sequence data from five 
sequencing runs on the Ion Torrent platform into the public domain. Within 24 
hours of release of the data, Nick Loman in Pallen’s research group had assem-
bled the genome and, through his blog post and Twitter account, called upon the 
bioinformatics community to analyze these data. Within 2 days, the genome had 
been assigned to an existing lineage of E. coli; within 5 days, additional analyses 
had given rise to a strain-specific diagnostic test. Within a week there were more 
than two dozen reports filed on the biology and evolution of this strain on an 
open-source wiki. Pallen underscored that contributors from around the world43 
to this example of open-source genomics were “not professional public health 
people, for the most part . . . they were people just doing this out of interest and 
good will . . . and because there was a clear and present need for it.”

Tweets and blog posts, however, are no substitute for a peer-reviewed publi-
cation, noted Pallen. In collaboration with his German and Chinese collaborators, 
Pallen and his colleagues wrote up a case study of a family outbreak of O104:H4, 
which included a description of community research efforts that were coordinated 
via social media as well as confirmation of all reported analyses (Rohde et al., 
2011). Pallen noted that this was just one example of a crowdsourced research 
project (e.g., www.crowdsourcing.org or www.ancientlives.org). Although every-
day science is not likely to open its laboratory notebooks and share everything 
all the time, this approach could be useful and appropriate in times of a public 
health emergency.

This collaborative approach raises the question of what constitutes “pub-
lished” for the purposes of avoiding duplicate publication of original material (the 
Ingelfinger rule). All of the sequence data and analysis had already been placed 
into the public domain (through Twitter and blogs) prior to submission of these 
research results to the New England Journal of Medicine, yet the manuscript was 
accepted for publication (Rohde et al., 2011).

42  BGI (formerly known as the Beijing Genomics Institute) is a premier genomics and bioinformat-
ics center with facilities around the world.

43  “If you just look at the names . . . you can see the variety of input. . . . You have English names, 
Spanish names, Chinese names, Muslim names, Jewish names. . . . People from around the world, 
from multiple continents, were actually involved in this activity.”
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Metagenomic Screening for Novel Viruses

David Wang of Washington University in St. Louis, focused his remarks 
on how the application of viral metagenomics to outbreaks and other settings 
may provide new directions for investigations (Dr. Wang’s contribution to the 
workshop summary report may be found in Appendix A, pages 311-338). Wang 
shared two case examples of the application of viral metagenomics: how the 
investigation of outbreaks can provide new directions for research on viruses in 
infectious disease, and how viruses may potentially be used as probes to elucidate 
fundamental mechanisms of innate immunity.

Application of genomics to diarrheal diseases Diarrheal diseases are a sig-
nificant cause of morbidity and mortality worldwide. Nearly 2 million children 
die from diarrheal diseases annually, primarily children under the age of 5 in the 
developing world, who succumb to dehydration in the absence of medical inter-
ventions. In the developed world, fatalities from diarrheal diseases are almost 
nonexistent. Major viral causes of diarrhea include norovirus, rotavirus, adeno-
virus, and astrovirus. A number of other viruses have also been implicated in 
acute diarrhea; however, 40 percent of all cases of acute diarrhea have no known 
etiologic agents. According to Wang, viral metagenomics is a pivotal strategy for 
detecting potential pathogens in these unknown cases.

Wang described his efforts to identify novel viruses in stool samples from 
children with clearly diagnosed acute diarrhea that were negative in conventional 
assays for major known diarrheal viruses. Metagenomic screening provided 
evidence for many novel viruses, including a new astrovirus.44 Wang noted that 
previously, only one species of human astrovirus with eight closely related se-
rotypes (10 percent amino acid variation between serotypes) had been defined. 
Wang recovered seven astrovirus sequence reads from one sample that mapped to 
two different loci in the genome (Finkbeiner et al., 2008a). The complete genome 
of the virus was painstakingly sequenced. Phylogenetic analysis revealed that the 
newly detected astrovirus was highly divergent—exhibiting less than 60 percent 
amino acid identity. This was clearly a distinct astrovirus, Wang concluded, not 
a new serotype of the previously described human astrovirus (Finkbeiner et al., 
2008b).

There are many unanswered questions about the role of novel astroviruses 
in human disease; first and foremost, are they in fact a causative agent of acute 
human diarrhea, or do they cause disease outside the gastrointestinal tract and 
are simply shed or transmitted by a fecal–oral route? Could this astrovirus be a 

44  Astroviruses are small, single-stranded, positive sense RNA viruses, 6 to 8 kb in length. They 
cause diarrhea in humans and other animals. When Wang’s group did this study, there was essentially 
one species of human astrovirus that had been previously defined. The first member of the species 
was discovered in 1975. Subsequently, eight closely related viral serotypes have been described. At 
the amino acid sequence level, they vary by about 10 percent from each other.
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commensal or a symbiotic part of the human virome? Or was the virus simply 
ingested by the child and passaged through the gut, having nothing to with hu-
man infection? Wang shared preliminary data that suggest that 100 percent of 
the normal healthy general population is seropositive for this astrovirus (i.e., has 
been infected at some point in time). Wang noted that viral metagenomic strate-
gies can be used to identify candidate agents but that these leads must undergo a 
very long process of classic biological workup in order to understand “what the 
relevance is, what the role is, what this virus is doing—either in a particular set 
of candidate diseases or even in other diseases that we haven’t thought about yet.”

Wang described the application of next-generation sequencing to the inves-
tigation of an outbreak of acute gastroenteritis in a daycare center. Twenty-six 
children and teachers became ill over the course of several weeks, and the center 
was closed. Conventional testing was negative for all known enteric pathogens. 
Wang sequenced six fecal samples that were available and found another novel 
astrovirus (see Figure WO-39). He pointed out that while sequencing the entire 
genome of the novel astrovirus described above took several months, by using 
next-generation technologies this genome was sequenced in 10 hours. Real-time 
PCR demonstrated that this novel astrovirus—AstV-VA1—was present in high 
titer in three out of the six samples available from this outbreak. Wang reiterated 
that it is not known if this is, in fact, the causal agent of this outbreak, but it cer-
tainly generates new hypotheses.

An evaluation of the global diversity of viruses will provide researchers with 
important genomic libraries for future studies of novel viruses associated with 
disease outbreaks. Wang and colleagues are now evaluating more than 1,000 stool 
samples collected from patients with diarrhea or from healthy children, shared 
by collaborators from around the world. Numerous new viruses have been found, 
including six additional astroviruses. They are also taking a shotgun metagenom-
ics approach to sequencing untreated raw sewage collected from different sites, 
integrating environmental metagenomics with clinical metagenomics. Data thus 
far show incredible diversity in terms of viruses. Wang reported that “the number 
of viruses that we knew about historically, which were mostly guided by culture-
based methods, vastly underestimates the amount of virus that is in any given 
specimen or niche.”

Using genomics to identify viruses that infect the nematode, Caenorhabditis 
elegans  C. elegans is a genetically tractable model organism that has been used  
for more than 40 years in developmental biology and neuroscience research in-
vestigations. Many fundamental discoveries that were initially made in C. elegans 
have now been translated to mammals and humans. Current thinking is that C. 
elegans, as a primitive eukaryote with no known adaptive immunity and distinct 
innate immunity, may be a robust system to study host–virus interactions and 
identify novel antiviral immune pathways. The challenge is that no virus has ever 
been described that naturally infects C. elegans.
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FIGURE WO-39 Phylogenetic analysis of novel astrovirus VA145 identified in an out-
break of gastroenteritis. stV-VA1 present in 3 out of 6 samples in outbreak.
SOURCE: Finkbeiner et al. (2008b).
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Much of the work in C. elegans has been conducted using a reference labora-
tory strain that is not exposed to any natural pathogens.To identify natural viral 
pathogens of C. elegans, Wang sampled worms in collaboration with Marie-Anne 
Félix, a nematode ecologist, who collected wild isolates of C. elegans and Cae-
norhabditis briggsae from rotting fruits obtained in French orchards. Félix identi-
fied several worm isolates for further investigation that appeared sick (i.e., having 
an unusual intestinal cell morphology) and did not respond to treatment with 
antibiotics. Multiple isolates appeared to be infected by viruses, and sequencing 
identified three novel viruses, one from a wild C. elegans strain and two from 
a wild C. briggsae strain (Félix et al., 2011). The three viruses are distinct but 
related to each other, and they are distantly related to nodaviruses (i.e., positive 
sense RNA viruses that are significant pathogens of fish and also infect insects). 
The laboratory C. elegans strain could also be infected with virus isolated from 
the wild nematodes. The naïve worms developed the disease phenotype, fulfilling 
Koch’s postulates.45

Viral infection of C. elegans strains that had a defective RNAi pathway—a 
well-established antiviral mechanism in plants and insects—resulted in 50- to 
100-fold greater accumulation of viral RNA in the mutant strains than in the 
wild-type C. elegans strain. Immunofluorescence assays using antibodies against 

45  Astrovirus VA1 is most closely related to ovine astrovirus.
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a viral polymerase showed that the virus primarily infects cells of the nematode 
intestine.

These are the first data to clearly demonstrate in nematodes that RNAi is 
antiviral using a bona fide virus infection, Wang explained. More importantly, 
this demonstrates the feasibility of using the nematode as a model animal sys-
tem for probing host–virus interactions and for capitalizing on the genetics that 
have already been worked out in the nematode system as a tool to identify novel 
modalities of antiviral immunity. Specifically, one can take mutants with defined 
deletions in genes and obtain phenotypes that are quantifiable as increased vi-
ral replication (Félix et al., 2011). Wang emphasized that viral metagenomics 
provide a useful starting point for biological investigations and that numerous 
biological questions can now be explored due to this revolution in genomic se-
quencing technology.

Assessing Abundance: The Rare Biosphere vs. Sequencing Errors

There are many similarities between bacterial communities across samples 
and environments. Speaker Susan Huse of the Marine Biological Laboratory in 
Woods Hole46 said that profiles of microbial communities generated by sequenc-
ing of 16S rRNA hypervariable regions consistently have a small number of 
highly abundant organisms and a large number of low-abundance organisms (the 
“rare47 biosphere”) (Dr. Huse’s contribution to the workshop summary report 
may be found in Appendix A, pages 188-207). A persistent question is how to 
determine what is truly rare in a complex mixture and what is sequencing error. 
For some projects, researchers address this question by simply eliminating all of 
the low-abundance organisms from the analysis. This approach is obviously not 
appropriate when studying diversity.

Huse described analysis of the relative abundance of the microbiota in sam-
ples from the Human Microbiome Project (Huse et al., 2012). Sequencing 16S 
rRNA hypervariable regions of 210 stool samples, for example, shows that distri-
bution of abundance varies from patient to patient. Organisms that are present in 
all patients may be relatively rare in some and highly abundant in others. Bacte-
roides, for example, is the most abundant genus in the stool samples sequenced. 
Some patient samples contained almost no Bacteroides, while others contained 
nearly 100 percent Bacteroides. Huse noted that these results “speak to the im-
portance of not throwing away those rare organisms in these patients, because it’s 
part of a pattern with other patients, where it is more abundant.”

A graph of the relative abundance of sequences for a variety of different stool 
samples shows how widely the observed rare biosphere can vary (Figure WO-40). 
This does not mean that everything that is rare is true, but rather that everything 

46  Dr. Huse has since relocated to Brown University.
47  For the purposes of this talk, Huse defined rare as less than 0.1 percent.
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that is abundant can be rare somewhere else. Rather than throwing these data 
away, Huse noted that researchers need better ways of finding singletons or rare 
organisms and seeing them in a context of other samples where they are not so 
rare.

FIGURE WO-40 Distribution of OTU relative abundances across 210 Human Microbi-
ome Project stool samples.
SOURCE: Huse (2012). Data from VandeWalle et al. (2012).

As Huse noted, there is no universal definition of “rare.” For microorganisms, 
rare is not one or two, but tens of thousands, and even millions of cells. Huse 
observed that one estimate is that there are 1×108 bacterial cells in a milliliter of 
seawater. If “rare” is as low as 0.01 percent of a sample, then rare is about 10,000 
cells in a milliliter of seawater. If the estimate is that there are 1×1010 bacterial 
cells in 1 gram of stool, then rare is 1 million cells in a 1 gram sample.

To be able to compare across samples and to identify truly rare organisms 
in a sample, researchers need to minimize errors and compensate for sequencing 
quality limitations. Huse suggested that before sequencing begins, a variety of 
primers should be designed with diverse affinity and minimal bias. If a primer has 
low affinity to some organisms, they may appear to be part of a rare biosphere, 
when in fact there was bias against them. The use of proofreading enzymes is 
important, as is catching PCR errors via sequencing replication, to reduce the 
impact of early rounding errors. Huse also cautioned that low microbial biomass 
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samples can be confounded by contaminants. The use of samples that have un-
dergone whole genome amplification can also dramatically alter results.

Once obtained, data must be filtered based on the quality of the sequencing. 
Huse advised “when in doubt, leave it out,” especially when working with 16S 
rRNA amplicons. The focus is on sequence quality, not simply removing things 
that are low abundance—because that will bias against truly low-abundance 
organisms. Quality filtering of next-generation sequencing reads could include, 
for example, omitting reads with Ns (unspecified bases), with inexact matches to 
primers, with low-quality scores, or that do not meet a minimum length. Also use-
ful are stringent chimeric filtering (to remove chimeras from PCR amplification 
and sequencing errors) and paired-end reads with overlap, in order to eliminate 
overlapping sequences that are not identical. The next step is to analyze the data 
at the taxonomic level, filter out anything that is not bacteria (e.g., archaeans, 
organelles), and aggregate similar sequences.

Because not all species have been named, another common approach is to 
aggregate the 16S sequences into groups of similar sequences, or OTUs. Huse 
noted, however, that results often vary by clustering method. Huse described a 
new clustering method involving a pre-clustering step that improves prediction 
of OTUs (Huse et al., 2010). Regardless of the platform used, and the quality 
filtering applied, there will be errant OTUs remaining, however rare the bio-
sphere. Huse discussed several metrics to estimate diversity, including Shannon 
and Simpson diversity estimates for alpha diversity (within the community) and 
Jaccard, Bray-Curtis, and Morisita-Horn for beta diversity (across communities).

Huse explained that if a sequence is abundant elsewhere, or is present else-
where, and follows an ecologically meaningful pattern, then it is highly likely 
that it is a true rare sequence and not an error. As an example, Huse described 
two Acinetobacter V6 ribosomal sequence tags that differed by a single nucleo-
tide and demonstrated an ecological balance based on season (Figure WO-41). 
Researchers that only had samples from one time point might have thrown out 
the low-abundance taxa as an error and missed this potentially important pattern. 
Huse noted that her group always keeps rare sequences that cannot otherwise 
be identified as errors until all of the data can be analyzed for broad ecological 
patterns.

An Approach to Analyzing Metagenomic Data: Inferring Function with 
MG-RAST

As metagenomics enters into the era of “big data,” the research community 
needs to find ways to drop the costs of data analysis; integrate the terabytes of 
data being generated; and make these data comparable, said speaker Folker Meyer 
of the Argonne National Laboratory (Dr. Meyer’s contribution to the workshop 
summary report may be found in Appendix A, pages 230-238). Without doing so, 
these data will essentially be lost.
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Meyer illustrated the challenges of analyzing metagenomic data by review-
ing his work with Metagenomics RAST (MG-RAST), an open-source, high-
performance computing server for metagenomic sequence analysis (Meyer et al., 
2008). Developed in 2007 as a simple tool that automated several procedures for 
data analysis, MG-RAST immediately attracted more than 100 user groups and 
100 data sets. As of May 2012, MG-RAST included 49,600 data sets (metage-
nomes) submitted by users. Since its launch in 2007, more than 14 terabase 
pairs (or 1012 base pairs) of data and more than 120 billion sequences have been 
analyzed in the system. Meyer explained that user-submitted sequence data 
undergoes normalization and intensive quality analysis and are mapped against 
known annotations in numerous data sources (e.g., SEED [Overbeek et al., 2005], 
KEGG48 [Kanehisa, 2002], COG49 [Tatusov et al., 2003]) to predict features of 
interest (e.g., genes). The system further transforms these data into phylogenetic 
and functional profiles, which are useful for sample comparison.

FIGURE WO-41 Two Acinetobacter V6 tags differing by a single nucleotide and dem-
onstrating a seasonally balanced abundance.
SOURCE: Huse (2012). Data from VandeWalle et al. (2012).

MG-RAST requires the submission of metadata along with sequence data, 
and Meyer underscored the critical importance of metadata—where the data 
are from, what procedures were used in data generation, and how the data were 
recorded—to the interpretation of results. Meyer cited functional and taxonomic 
comparisons of 1,606 Human Microbiome Project shotgun metagenomes against 

48  Kyoto Encyclopedia of Genes and Genomes.
49  Clusters of orthologous groups of proteins.
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known annotations that resulted in two different principal coordinates analysis 
(PCoA) outputs (Figure WO-42).

Outlier groups for both comparisons reflect the different sequencing technol-
ogies and platforms used for different samples (Figure WO-43). Meyer pointed 
out that this finding is only possible because there are metadata regarding the 
sequencing technology for the majority of the samples.

FIGURE WO-42 Principal coordinates analysis of 1,606 Human Microbiome Project 
shotgun metagenomes.
SOURCE: Meyer (2012).

FIGURE WO-43 Principal coordinates analysis of 1,606 Human Microbiome Project 
shotgun metagenomes painted by sequencing technology. The purple dot is explained by 
a problem with the metadata and therefore should be green, but the metadata provided 
with the sample do not correctly identify it as Illumina (green). Blue: 454 GS FLX or GS 
FLX Titanium; Green: Illumina Genome Analyzer, Analyzer II, or HiSeq 2000; Yellow:  
unspecified.
SOURCE: Meyer (2012).
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Quality control for de novo sequencing  Data quality is tightly correlated to 
the ability to analyze and compare sequences, especially on automated plat-
forms such as MG-RAST. Next-generation sequencing often produces “noisy” 
data. However, unlike the more mature field of phylogenetic surveys, which has 
developed “de-noising” approaches (discussed by Huse), the field of shotgun 
metagenomics does not have any “vendor-neutral” way to characterize data 
quality. Novel quality control approaches are needed to ensure the integrity of 
comparison between metagenomic datasets.

Meyer described a novel method of “duplicate read inferred sequencing error 
estimation” (DRISEE) that uses PCR artifacts in replicate reads to develop error 
profiles for shotgun metagenomic sequencing data sets (Keegan et al., 2012). He 
noted that when his group has used DRISEE, it has demonstrated that different 
experiments, and different samples in a single experiment, exhibit unique error 
profiles. He noted that this phenomenon was not related to the sequencing hard-
ware but rather to operator error; some sequencing centers consistently produce 
high-quality data while others are more highly variable. Echoing Huse, Meyer 
noted that “errors are much, much higher in our estimate than what the vendors 
typically tell us they are.” He concluded that “we as a community need to find 
a way to look at errors, at error profiles, [so we know when to] discard data sets 
or redo experiments.”

Predicting features  Meyer described two basic methods for predicting protein 
coding features from genome sequence data: (1) statistics-based approaches using 
codon usage and (2) similarity-based approaches using BLASTX searches. He 
noted that it is difficult to find novel proteins, genomic islands, and horizontally 
transferred genes using a statistics-based approach. Similarity-based approaches 
require substantial computational time, often weeks on multiple machines, and 
are correspondingly expensive (about 10 times the cost of generating the se-
quence data). In addition, novel proteins will not be identified through similarity 
searching. Again, novel computational approaches are needed.

Meyer and colleagues evaluated the reading frame prediction accuracy of 
five current gene computation algorithms—FragGeneScan, MetaGeneAnnotator, 
MetaGeneMark, Prodigal, and Orphelia. They found the tools were comparable in 
making predictions based on error-free sequence. When these tools were applied 
to simulated data sets containing errors, there were notable differences in perfor-
mance (Trimble et al., 2012). Meyer concluded, “Even in the best of all cases, 
we only hit 60 percent of all possible gene features that we can see in our data.”

Annotation and reproducibility  There are multiple annotation databases that 
can be used to find similarities between sequencing data and known proteins. As 
such, MG-RAST supports a number of different databases to annotate function. 
Despite identical processing of data, choosing a different database as your basis 
for comparison significantly changes results, raising questions of data compara-
bility using a different pipeline.
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To address a similar question about result reproducibility from the same 
setting, Meyer presented data suggesting that results obtained from shotgun 
metagenomics experiments were reproducible. He also referred to the work of 
Zhou who found that analyses of 16S rRNA amplicons were not reproducible 
(Zhou et al., 2011). Meyer suggested that this is because abundance was not 
taken into account.

Assembly  Metagenome assembly should be relatively straightforward, but it is 
fraught with challenges regardless of the assembly tool used. Meyer noted that 
algorithms designed to assemble clonal genomes cannot handle the subspecies or 
strain variation present in metagenomic samples. Moreover, he found that varying 
the size of the overlap that the assembler is looking for (the k-mer size) changed 
the results dramatically. Using short k-mers resulted in many short contigs, while 
long k-mers led to a few long contigs. According to Meyer, this is a problem be-
cause most metagenomic studies “picked an arbitrary point in that [k-mer] space, 
declared it to be true, and submitted that data.” This suggests that “everything we 
have assembled and deposited in terms of metagenomics needs to be revisited, 
and we frequently do not have access to the raw reads.”

If assembly does work, and the data set is of high quality, metagenomic data 
can support new types of research. Analyses can produce genomes that serve as a 
reference strain for mapping all of the reads in a metagenome, allowing investiga-
tors to conduct population genomic and genetic studies on single metagenomes—
all for less than $1,000 (Meyer et al., in preparation).

The analysis bottleneck  Computing costs of sequence analysis far outsize those 
associated with generating metagenomic sequencing data (Figure WO-44). Al-
though new analytical tools are emerging, new approaches to data sharing and 
storage, as well as to building and maintaining community resources, will be 
needed (Thomas et al., 2012). Meyer emphasized that although the community 
relies upon curated databases of existing knowledge, annotation and reference 
databases are not well funded. Currently metagenomic data are not centralized; 
most are stored in private resources (e.g., the RAST server at Argonne National 
Laboratory) rather than in public resources such as GenBank. There need to be 
easier ways for the community to deposit and openly access data deposited and 
curated in central locations.

Meyer suggested that the challenge is so substantial that “[the field] needs 
to change the way we do business.” In particular, Meyer called for standards 
that would support data integration and exchange. The community could also 
identify and make available “gold standard” data sets. Ideally, this would mean 
that data sets would only need to be analyzed once, and a common archive could 
be established to distribute the raw data and analytical results for further study 
(Desai et al., 2012).



98 

FIGURE WO-44 The costs associated with data analysis are becoming the bottleneck 
for metagenomic analyses.
SOURCE: Meyer (2012). Adapted from Wilkening et al. (2009).
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Moving Forward: Challenges and Opportunities

While genomics has introduced a new era in microbiology with significant 
implications for improving our ability to detect, diagnose, treat, and even antici-
pate infectious disease emergence, there exist many challenges and caveats that 
must be addressed before these technologies will find widespread adoption and 
use beyond the research laboratory. Sequencing technologies that have supported 
this revolution continue to evolve, and while this evolution leads to ongoing 
advancement of the field, it also creates a moving target with new challenges. 
For Sanger sequencers, sequence production was the rate-limiting step. Next-
generation technologies that became available beginning in 2005 are radically 
different from Sanger-based technology;50 they are “massively parallel” systems 
that produce “sequence information from hundreds of thousands to hundreds of 
millions of DNA molecules simultaneously” (Mardis, 2011). Each new platform 
has struck a different balance between cost, read length, data volume, and rate 

50  Although the biochemistry of each platform is different, next-generation sequencing technolo-
gies feature simpler sample preparation steps, dispense with the need to create libraries of cloned 
sequences in bacteria, and rely on parallel, cyclic interrogation of sequences of clonal amplicons of 
DNA. An orchestrated series of repeating steps are performed and detected automatically (Mardis, 
2011).
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of data generation, but all produce far more sequence reads per instrument run 
than capillary sequencers and at significantly lower cost (Figure WO-45) (Mardis, 
2011). The massive influx of data from next-generation sequencing technologies, 
with shorter read lengths and different error profiles, has also brought significant 
challenges to their analysis (Mardis, 2011).

FIGURE WO-45 Changes in instrument capacity over the past decade, and the timing 
of major sequencing projects. Top panel, Increasing scale of data output per run plotted 
on a logarithmic scale. Middle panel, Timeline of major milestones in massively paral-
lel sequencing platform introduction and instrument revisions. Bottom panel, timing of 
selected projects and milestones.
SOURCE: Mardis (2011). Reprinted by permission from Macmillan Publishers Ltd: 
NATURE. Mardis, E.R. 2011. A decade’s perspective on DNA sequencing technology. 
Nature 470:198-203, copyright 2011.

Data Quality, Comparability, and Analysis

The explosion of sequencing technologies and applications is generating 
more results than ever, but it is unclear what these data may mean. Workshop 
speakers and participants discussed some of the key challenges in this rapidly 
advancing field, and potential methods to address them, focusing on the core 
themes of data quality and analysis.

Comparability Across Sequencing Platforms and Technologies

Perhaps the most formidable challenge for investigators using different 
sequencing technology platforms is data comparability across methods and 
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approaches. Each sequencing platform uses a unique set of protocols for template 
preparation, amplification and sequencing, imaging, and data analysis (genome 
alignment and assembly methods) that determine the type and quality of data 
produced, and such protocols may influence the strength of the “signal” versus 
the “noise” and overall accuracy of these data.51 Although each manufacturer pro-
vides quality scores and accuracy estimates, there is no consensus that a “quality 
base from one platform is equivalent to that from another platform” (Metzker, 
2010). The cross-platform comparability of data also has implications for the 
reproducibility of research results.

As sequencers have become much smaller and less expensive, more and more 
laboratories are starting to perform their own sequencing. Benchtop sequencers 
are poised to revolutionize microbiology, but platforms do have strengths and 
weaknesses (see Loman et al., 2012a). In his presentation, Pallen described se-
quencing an isolate from the German E. coli O104:H4 outbreak on three different 
platforms and concluding that all three were “fit for the purpose,” although each 
had particular issues; both the Ion Torrent PGM and the 454 GS Junior produced 
homopolymer-associated indel errors (Loman et al., 2012b). Pallen emphasized 
it is not only the sequencer used, but also the analytical approaches, particularly 
the assemblers employed, that may contribute to divergent results. None of these 
sequencing platforms or assemblers gives perfect results.

Training Gilbert observed that in addition to concordance between platforms, 
there are also issues of concordance within a platform. The same sample run 
multiple times on the same platform can give disparate results depending upon 
the technician/operator, and data quality is often more dependent on the people 
doing the sequencing than on the platform itself.

In addition, the adoption of these technologies to enable clinical applications 
will also require the development of a “gold standard” approach to sequencing, 
including training of new staff, or training of staff on new equipment. Good train-
ing is essential in order to ensure comparable results. Most training takes place 
on the job, and Gilbert noted that a laboratory can lose two or three sequence 
runs because the genomic libraries were constructed inappropriately. These types 
of errors can reduce customer confidence and set the laboratory back in terms 
of time and money. One approach is to send laboratory staff to a major sequenc-
ing center for training, and Weinstock observed that laboratories that purchase 
next-generation sequencing instruments often send their core facility person to 
the Genome Institute at Washington University in St. Louis, Missouri to learn 
the protocols.

51  Errors may include insertion and deletion errors; mismatches/substitutions; and underrepresenta-
tion of certain regions—such as AT- or GC-rich repeat regions that reduce the accuracy of sequence 
reads.
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Communication  The sharing of experiences by sequencing community mem-
bers is also important for fostering high-quality results across platforms and labo-
ratories. Pallen noted that when his laboratory first acquired the 454 sequencer, 
an experienced postdoctoral fellow who began to use it obtained poor results. 
Pallen’s first impulse was to blame the fellow. In discussing this problem with 
another laboratory, Pallen learned that the other laboratory was also obtaining 
poor results on a machine they had used for 18 months. Inasmuch as this machine 
was being operated by the same technicians, it soon became clear that, in fact, the 
source of the problem was “bad” reagents rather than operator error.

Many workshop participants agreed that there is a need for better com-
munication among the platform user community. There is no central location to 
report and track problems with sequencing systems (along the lines of the Food 
and Drug Administration website for reporting adverse reactions to drugs). Users 
resort to informal communication media, such as Twitter, blogs, and community 
forums like SEQanswers to share and obtain information about sequencing is-
sues. It was pointed out that manufacturers’ websites generally have a page 
where problems can be posted and seen by all users. While posting an issue on 
a manufacturer’s webpage garners a response from a representative to help solve 
the particular issue, it does not necessarily help to promote discussion within and 
across the community. Instead it is an approach to solving issues one laboratory 
at a time, for what may, in fact, be a community-wide problem.

Regulatory issues  From a regulatory perspective, sequencing is primarily a 
research activity. A laboratory that performs sequencing that will be used in 
clinical medicine must first be approved under the Clinical Laboratory Improve-
ment Amendments (CLIA). In addition, diagnostic kits must have approval from 
the FDA. In this regard, it is not clear whether sequencers used for diagnostics 
will be classified as Class III medical devices. Weinstock noted that the Genome 
Center at Washington University in St. Louis, Missouri, is currently seeking 
CLIA approval.

Data Quality: Careful Sample Preparation and Results Filtering

Much of data quality resides in careful planning before sequencing, including 
primer design and sample preparation, and quality filtering of raw sequence reads 
before assembly and analysis—approaches discussed earlier by Huse and Meyer. 
With regard to planning, participants noted that multiple samples are commonly 
assayed in a single sequencing run, and there exists the potential for data mix-
ups due to bar code errors. Huse explained that if bar codes are within one base 
pair of one other, there can be sequencing errors that take data bioinformatically 
from one sample to another.

Weinstock suggested that for microbial genomics, the goal is to routinely 
be able to produce a perfect genome. The only sequences that are ambiguous in 
such a perfect genome are bases that are programmed to change; for example, in 
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the process of culturing the organism to harvest DNA for sequencing there will 
be a certain amount of variation (e.g., antigenic variation). Obtaining the perfect 
genome requires the use of multiple sequencing platforms for data comparability.

Weinstock emphasized data quality over quantity. One approach is to prepare 
sequence read pairs that overlap in the variable region of the 16S rRNA and to 
only use sequences where there is complete agreement over the entire length. This 
means that a lot of sequence data are discarded, but what remains is unlikely to 
have errors. Speaker Huse noted that if one is not careful with quality filtering, 
and only relies on a perfect overlap for example, then it is possible to end up with 
a range of perfect, but incorrect reads. Pallen emphasized the importance of hu-
man involvement and the expertise of the microbiologist looking at the sequence 
data to make observations, find errors, and draw conclusions. Participants also 
discussed the importance of training in this regard as well as the performance of 
the sequencing platforms.

Gilbert noted the situation is somewhat different for high-throughput metage-
nomic community analysis. The primary interest in doing a 16S rRNA survey is 
screening the samples to search for emergent properties in the ecological patterns 
that exist between samples. If there are patterns of interest, then the system can 
be characterized using more rigorous techniques. Weinstock concurred that 16S 
rRNA sequencing is mainly to compare organisms, and there is a tolerance for 
errors because it is possible to get a database hit without necessarily having a 
perfect sequence (as long as errors are consistent and do not introduce biases).

Sample collection and preparation  Throughout the workshop presentations, 
the need for improvement in sample collection and preparation was repeatedly 
discussed and highlighted. Weinstock noted that as the capacity for sequencing 
increases, the challenge for laboratories is how to handle much larger numbers of 
samples in order to take advantage of the available sequencing capacity.

Another challenge is the volume of sample needed, and participants dis-
cussed how it would be helpful to have sequencing platforms that require much 
lower amounts of nucleic acid input. It was noted that there are new library 
preparation instruments in development that use nanochannel arrays. Reducing 
the amount of nucleic acid needed for sequencing would allow researchers to take 
advantage of sequencing technologies for samples with very small amounts of 
material (Woyke et al., 2010). One example of a nanopore sequencing technol-
ogy under development is a portable, disposable, single molecule analysis device 
(Figure WO-46) (Pennisi, 2012) .

Improvements in sampling and the recovery of genomes from environmental 
samples will be particularly relevant to the analysis of samples from infectious 
disease outbreaks. The rapid sequencing of samples from the deadly epidemics 
of cholera in Haiti in 2010 and E. coli O104:H4 in Germany in 2011 (discussed 
earlier by Pallen) suggest that it may soon be feasible for clinicians to access the 
genomic content of an outbreak strain in close to real time (Otto, 2011). In this 
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regard, Budowle suggested that a role for government is to develop sampling 
strategies, modeling outbreak and biocrime scenarios to determine the best ap-
proaches to gather information to enable rapid inferences (rather than focusing 
on technology or software, which industry is already working on).

Keim noted that the ability to collect and bring samples home from 
overseas—such as from China and Russia—has become much more difficult 
since the terrorist attacks of 9/11, because of changes in both U.S. and foreign 
regulations on the movement, export, and import of microbiological samples. The 
strategy now is to engage the international community and raise its technological 
capabilities and standards so that advanced genomics may be reliably performed 
locally. While we may not be able to transport organisms, SNP genotypes can be 
transferred instantaneously around the world via the Internet.

FIGURE WO-46 Prototype of a nanopore sequencing technology currently under 
development.
SOURCE: Oxford Nanopore Technologies.

Standards for Data Sharing and Analysis

To date, most laboratories have deposited sequences in public sequence re-
positories. As the amount of sequencing data continues to grow, consideration is 
needed of how to usefully record sequence data as well as experimental metadata. 
The Genomics Standards Consortium52 and the Sanger Institute have proposed 
standards for the description of genome sequences, including information about 
the origin, pathogenicity, host, growth conditions, estimated genome size, and 

52  The genomic standards consortium is a consortium of groups, including the DNA Data Bank of 
Japan, the European Bioinformatics Institute, the European Molecular Biology Laboratory, the Joint 
Genome Institute, and the National Center for Biotechnology Information.
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characteristics related to growth, habitat, taxonomy, and genetics (MacLean 
et al., 2009). Standards development for metadata will be critical for comparative 
analysis of large metagenomic datasets.

As discussed earlier, it has become feasible for individual laboratories to 
undertake sequencing projects rather than sending samples to a few large genome 
centers. Current large-scale genome and metagenome sequencing projects are de-
ploying multiple platforms and different sequencing chemistries in parallel. The 
additional challenge created by so many sequencers is the sheer volume of data. 
The production of billions of sequence reads places substantial demands on the 
existing information technology infrastructure in terms of data transfer, storage, 
quality control, computational analysis, and information management systems for 
sample tracking and process management (Metzker, 2010).

Investigators must increasingly struggle with the question of how relevant 
information will be most effectively extracted from the massive amounts of 
genomic data being generated, and what other methods, tools, data, and analyti-
cal approaches may be needed in order to effectively interpret and interrogate 
these data for a variety of applications (Mardis, 2011; Relman, 2011). There is 
a need for better bioinformatics algorithms, including assembly algorithms, that 
can integrate data from diverse sources; access to faster computing capabilities; 
larger and more efficient data storage devices; and careful capture of important 
metadata (e.g., date and location of isolation, culture passages in the laboratory, 
patient medical information).

Workshop participants discussed the challenges of maintaining curated data 
sets, particularly the lack of funding for this purpose. One option suggested was 
a “broker ecosystem” where one broker for metagenomics would have stable 
funding for a number of years and would provide services to the community 
(e.g., curate data, metadata, act as chaperone for the data of the specific com-
munities). Another suggestion discussed was to develop applications that take 
a first pass at the data stream to classify it in some way (e.g., taxonomic, gene 
family, etc.) prior to comparisons with databases (rather than constant, expen-
sive, all-versus-all BLAST searches)—more of an iterative, semi-distributed, and 
then semi-centralized analysis pipeline. The problems surrounding lack of data 
sharing were also noted. Developers are creating algorithms based on 5-year-old 
data from old sequencing technology. If data were available in a timely fashion 
to research groups, algorithms developed would be more relevant to the current 
data emerging from next-generation technologies.

Useful Metagenomic Data Sets: Experimental Design and Collection of 
Metadata

“For the data sets produced for metagenomic studies, the size of data sets, 
their heterogeneity, and lack of standardization for both metadata and gene de-
scriptive data present significant challenges for comparative analyses” (DeLong, 
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2009). Gilbert et al. (2011) noted the need to balance observational studies with 
carefully designed experimental approaches. The authors cite the Global Ocean 
Sampling expedition as an example of an early and groundbreaking observational 
study that provided an unprecedented snapshot of the diversity and heterogeneity 
in naturally occurring microbial populations (Gilbert and DuPont, 2011; Rusch et 
al., 2007). The study collected 41 different samples from a wide variety of aquatic 
habitats from more than 8,000 km and resulted in 7.7 million sequencing reads.

The resulting data set is one of the largest metagenomic data sets ever col-
lected, comprising more than 6.12 million predicted proteins including represen-
tatives from all previously known families of microbial proteins and 1,700 new 
ones (Hugenholtz and Tyson, 2008). This data set has, however, been criticized 
“for poor experimental design and the absence of appropriate metadata necessary 
for analysis of the influence of environment on microbial diversity” (Gilbert et al. 
2011). As metagenomics moves from the description of apparent diversity to the 
genuine description of complexity and function, carefully designed experimental 
approaches are needed to deliver the true potential of metagenomics (Knight 
et al., 2012).

Improving the Genome Knowledge Base: Diversity and Meaningful Annotation

Annotation is the process of assigning meaningful information, such as the 
location or function of genes, to raw sequence data. Reliable and consistent an-
notations are thus essential for the analysis and interpretation of genome data 
(Berglund et al., 2009). Insights from genomics, such as functional prediction, 
depend upon the accessibility of existing, well-annotated gene sequences. One 
obstacle to the use of existing annotations is the bias in the genome and protein 
knowledge bases. Organisms selected for genomic sequencing are culturable, 
numerically dominant in habitats of interest (e.g., the human body), and predomi-
nantly associated with (human) disease (Relman, 2011).

To be useful, whole genome sequence data must be annotated with functional 
information and gathered from a diverse array of microorganisms. To aid the 
characterization of the human microbiota, for example, one of the goals of the 
human microbiome project is to sequence 3,000 bacterial genomes as a reference 
set, as well as other genomes from fungi and eukaryotic organisms (The Human 
Microbiome Jumpstart Reference Strains Consortium, 2010). As illustrated by 
Wu et al. (2009), a considerable amount of phylogenetic “dark matter” remains 
unsampled (Figure WO-47).

Whole genome sequence information is available for a small subset of the 
known phylogenetic diversity of bacteria and archaea (based on unique SSU 
rRNA gene sequences). Here the authors of the Genomic Encyclopedia of Bac-
teria and Archaea (GEBA) depict four subsets of phylogenetic diversity: organ-
isms with sequenced genomes pre-GEBA (blue), the GEBA organisms (red), all 
cultured organisms (dark grey), and all available SSU rRNA genes (light grey). 
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FIGURE WO-47 Phylogenetic “dark matter” left to be sampled. 
SOURCE: Wu et al. (2009). Reprinted by permission from Macmillan Publishers Ltd: 
NATURE. Wu, D. et al. 2009. A phylogeny-driven genomic encyclopaedia of Bacteria and 
Archaea. Nature 462:1056-1060, copyright 2009.

THE SCIENCE AND APPLICATIONS OF MICROBIAL GENOMICS

For each subtree, taxa were sorted by their contribution to the subtree phylo-
genetic diversity, and the cumulative phylogenetic diversity was plotted from 
maximal (left) to the least (right). The inset magnifies the first 1,500 organisms. 
Comparison of the plots shows the phylogenetic dark matter left to be sampled 
(Wu et al., 2009).

Looking Forward

“Once the diversity of the microbial world is catalogued, it will make 
astronomy look like a pitiful science.”

—Julian Davies, Professor Emeritus, 
Microbiology and Immunology,  
University of British Columbia

In order to maximize the discovery and characterization of new gene families 
and their associated novel functions, Wu et al., (2009) suggest that phylogenetic 
considerations should guide the selection of genomes for sequencing. By focusing 
on the novelty of an organism (highly divergent lineages of bacteria or archaea 
that lack representatives with sequenced genomes) the Genomic Encyclopedia of 
Bacteria and Archaea (GEBA) project seeks to “provide a phylogenetically bal-
anced genomic representation of the microbial tree of life” (Wu et al., 2009). Se-
quencing the genomes of 1,520 phylogenetically selected isolates could include 
half of the phylogenetic diversity represented by known cultured bacteria and 
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archaea. The sequencing of an additional 9,218 genome sequences from currently 
uncultured species could capture 50 percent of this subset of recognized diversity. 
According to Wu et al. (2009), “such an undertaking will require the development 
of new approaches to culturing or processing of multi-species samples using 
methods such as . . . physical isolation of cells from mixed populations followed 
by whole genome amplification methods.”

The field of microbiology has made tremendous strides over the past several 
decades in describing the microbial world glimpsed for the first time just 300 
years ago. Comparative genomic studies of bacterial species and metagenomic 
analyses of microbial communities to date have revealed how vastly we have 
underestimated the diversity, variability, and complexity of the microbial world. 
Microbial genomics offers the potential to efficiently characterize the vast cosmos 
of microbial diversity and rewrite the microbial community’s tree of life. Indeed, 
with the proliferation of culture-independent technologies and generation of 
enormous quantities of raw genomic sequences of microorganisms from diverse 
settings, the field of microbiology now suffers an “embarrassment of riches.” As 
observed in a recent editorial in Nature Reviews Microbiology (Editorial, 2011), 
“[t]he scale of life in the microbial world is such that amazing numbers become 
commonplace. These numbers can be sources of inspiration for those in the field 
and used to inspire awe in the next generation of microbiologists.”
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A1

THE MICROBIAL FORENSICS PATHWAY FOR USE OF 
MASSIVELY PARALLEL SEQUENCING TECHNOLOGIES

Bruce Budowle,1,2 Sarah E. Schmedes,1,2 and Randall S. Murch1,3

The Challenge

Eliminating the threat of terrorist or criminal attacks with microorganisms or 
toxin weapons is a continual challenge for biodefense and biosecurity programs. 
The task is difficult for several reasons: (1) the relative ease of access to a variety 
of effective source materials (Srivatsan et al., 2008) and options for the delivery 
of a bioweapon, (2) the minute quantities of materials that can be transferred and 
yet still be effective, (3) the difficulties in detection and analysis of microbio-
logical evidence, and (4) the lack of well-defined approaches regarding credible 
inferences that can be made from microbial forensic evidence given extant data. 
At the onset of an event, it may be difficult to distinguish between a deliberate 
attack and a naturally occurring outbreak of an infectious disease (Morse and 
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Budowle, 2006; Morse and Khan, 2005). Even if evidence strongly supports the 
hypothesis of a deliberate attack, it may still be very difficult to attribute the at-
tack with certainty to those responsible (i.e., attribution). Attempts to resolve the 
crime will require advanced methods for characterizing microbial agents, as well 
as a combination of traditional investigation and intelligence gathering activities.

The Approach

In response to the need to determine the nature of the threat and the source 
of the weapon and to identify those who perpetrated the crime, the scientific 
community rose to the occasion beginning in 1996 and developed the field of 
microbial forensics. Microbial forensics is the scientific discipline dedicated to 
analyzing evidence from a bioterrorism act, biocrime, hoax, or inadvertent mi-
croorganism/toxin release for attribution purposes (Budowle et al., 2003, 2005a; 
Köser et al., 2012; Morse and Budowle, 2006). Another goal can be to support 
analysis of potential bioweapons capabilities for counter-proliferation, treaty 
verification, and/or interdiction. A forensics investigation initially will attempt 
to determine the identity of the causal agent and/or source of the bioweapon in 
much the same manner as in an epidemiological investigation. The epidemiologi-
cal concerns are identification and characterization of specific disease-causing 
pathogens or their toxins, their modes of transmission, and any manipulations that 
may have been performed intentionally to increase their effects against human, 
animal, or plant targets (Morse and Budowle, 2006; Morse and Khan, 2005). A 
microbial forensics investigation proceeds further in that evidence is character-
ized to assist in determining the specific source of the sample, as individualizing 
as possible, and the methods, means, processes, and locations involved to deter-
mine the identity of the perpetrator(s) of the attack or to determine that an act is 
in preparation. A systems analysis may be able to determine the processes used 
to generate the weapon or how it was delivered, which also can help inform the 
investigation and attribution decision. The ultimate goal is attribution—to identify 
the perpetrator(s) or to reduce the potential perpetrator population to as few in-
dividuals as possible so investigative and intelligence methods can be effectively 
and efficiently applied to “build the case” (Figure A1-1).

Forensic Targets

Microbial forensic evidence may include the microbe, toxin, nucleic acids, 
protein signatures, inadvertent microbial contaminants, stabilizers, additives, 
dispersal devices, and indications of the methods used in a preparation. In ad-
dition, traditional types of forensic evidence may be informative and should be 
part of the toolbox of potential analyses of evidence from an act of bioterrorism 
or biocrime. Traditional evidence includes fingerprints, body fluids and tissues, 
hair, fibers, documents, photos, digital evidence, videos, firearms, glass, metals, 
plastics, paint, powders, explosives, tool marks, and soil. Other types of relevant 
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evidence must be considered to exploit avenues to better achieve attribution, in-
cluding proteins and chemical signatures. These types of signatures can only be 
obtained from crimes where the weaponized material or delivery device is found; 
they have little use in covert attacks where the biological agent is derived from 
the victims. Many of these methods are based on sound technologies and are 
complementary. They can be combined to identify signatures of sample growth, 
processing, and chronometry (Morse and Budowle, 2006). Matching of sample 
properties can help to establish the relatedness of disparate incidents. Further-
more, mismatches might have exclusionary power or signify a more complex 
causal relationship between the events under investigation. The results of these 
analyses can provide information on how, when, and/or where microorganisms 
were grown and weaponized. While the goal of a microbial forensic analysis is 
to characterize a sample such that it can be traced to a unique source or at least 
eliminate other sources, it is unlikely that microbial forensic evidence alone is 
currently adequate to meet this goal.

FIGURE A1-1 The microbial forensics attribution continuum.
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Emerging Science and Technology

To enhance attribution capabilities with microbial evidence, considerable 
attention is being invested in molecular genetics, genomics, and bioinformatics. 
These fields are essential to microbial species/strain identification, fine genome 
variation, virulence determination, pathogenicity characterization, possible ge-
netic engineering, and attaining source attribution to the highest degree possible. 
The various tools that have been, or are being, developed in these areas will help 
to narrow the potential sources from which the pathogen used in an attack may 
have originated. Indeed, sequencing of an entire genome has been demonstrated 
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as feasible in epidemiological investigations, such as the recent studies of out-
breaks of E. coli O104:H4 in Germany and cholera in Haiti (Brzuszkiewicz et al., 
2008; Chin et al., 2011; Grad et al., 2012; Hasan et al., 2012; Hendriksen et al., 
2011; Mellmann et al., 2011; Rasko et al., 2011; Rohde et al., 2011). In addi-
tion, metagenomics studies may become foundational on describing diversity 
and endemicity. Endemicity becomes important when the relationship between 
microbes or their genetic residues in samples collected from a site of interest 
and microbes in the environmental background need to be defined. While the 
inferential capacity of microbial forensics genetics has yet to reach its full power, 
the phenomenal new generations of sequencing technology and the concomitant 
developments for bioinformatics capabilities to handle and extract the explosion 
of data offer potentials for enhancing microbial forensic investigations. Indeed, 
the science and technology supporting microbial forensics are advancing at an 
inconceivable rate. For example, in 2002 in response to the anthrax letter attack, 
whole genomes of a few isolates were sequenced using shotgun sequencing 
by TIGR (Budowle et al., 2005b; NRC, 2009; Ravel et al., 2009; Read et al., 
2002, 2003). That seemingly nominal analysis, by today’s capabilities, cost ap-
proximately $250,000 for one genome, took several weeks, and was unable to 
characterize but a few samples. Today, such enterprises are a fraction of the cost 
(and continue to drop dramatically), are becoming more automatable, and provide 
gigabases and terabytes of data in a matter of days (Bentley et al., 2008; Holt 
et al., 2008; Loman et al., 2012; MacLean et al., 2009; Margulies et al., 2005).

Given the enhanced capabilities of nucleic acid sequencing of microbes the 
microbial forensics community will embrace these molecular tools. Although 
developments are needed, one can envision identification of microbes at the spe-
cies, strain, and isolate levels being transformed using next- (or better termed 
“current-”) generation sequencing (CGS). Fine genome detail could become 
available for routine microbial forensic use. Because CGS provides whole ge-
nome characterization capabilities with high depths of coverage (100s to 1,000s 
fold and beyond), the technology will serve a critical role for research, such as 
genetic diversity and endemicity studies via metagenomics, and become a rapid 
diagnostic tool initially when viable and culturable microbes are available. In-
deed, whole genome sequencing will reduce the need for a priori design of as-
says directed at defined species. The technology should apply at some resolution 
level to any genome without knowledge of the target. In addition, whole genome 
sequencing offers the capability to evaluate a sample for indications of genetic 
engineering.

Current Realities

However, not all microbial forensic evidence will present itself in a manner 
where copious quantities of target are available. Some samples will be highly 
degraded and/or contaminated. Thus, there will be challenges to extract the most 
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information possible from limited materials and non-viable organisms. To meet 
these challenges, improved sample collection and extraction methods will be 
needed, nucleic acid repair methods will be sought, target amplification strategies 
such as whole genome amplification and selective target capture will be sought, 
and sequencing chemistries will be enhanced. Because of the throughput, CGS 
technologies can analyze multiple samples and not even begin to exploit the full 
throughput of the systems (Brzuszkiewicz et al., 2011; Cummings et al., 2012; 
Eisen, 2007; Hasan et al., 2012; Holt et al., 2008; Howden et al., 2011; Loman 
et al., 2012; MacLean et al., 2009; Relman, 2011; Rohde et al., 2011). However, 
the technology still is evolving and currently does not offer the sensitivity of 
detection to analyze low-quantity and low-quality DNA samples without some 
amplification approach prior to sequencing. Nonetheless, CGS is sufficiently 
mature to be considered useful for microbial forensic applications. Alternatively, 
technologies, such as mass spectrometry analyses of nucleic acids and real-time 
PCR, will continue to be used because they offer rapid detection (at species and 
strain levels) at substantially lower costs (Jacob et al., 2012; Kenefic et al., 2008; 
Sampath et al., 2005, 2009; U’ren et al., 2005; Vogler et al., 2008).

There are a number of CGS instruments and different chemistries. They 
include Miseq® System and Hiseq™ Sequencing Systems (Illumina, Inc., San 
Diego, CA), Ion Personal Genome Machine™ (PGM™) Sequencer, Ion Proton™ 
Sequencer and SOLiD® Systems (Life Technologies, Foster City, CA), and the 
454 Genome Sequencer FLX and GS Junior Systems (Roche Diagnostics Cor-
poration, Indianapolis, IN) (Bentley et al., 2008; Cummings et al., 2010; Loman 
et al., 2012; Margulies et al., 2005). In addition, single molecule detection plat-
forms, such those from Pacific Bioscience (Chin et al., 2011; Eid et al., 2009) 
and possibly Oxford Nanopore (Branton et al., 2008) are on the horizon. Each 
system offers some advantages and limitations for sequencing that will need to 
be defined with considerations of library preparation, read length, and accuracy. 
The evaluations should be based on the needs of application-oriented laboratories 
and not necessarily those of a research laboratory. Initially, microbial forensics 
instruments will be maintained in controlled laboratory environments.

Library preparation is one of the critical limiting factors for transferring 
CGS technology from a research environment to that of an operational labora-
tory. Currently, only a few samples can be prepared at any given time. Thus, 
while the sequencing throughput of the platforms is high, a sufficient number of 
samples cannot be readily prepared in an appropriate amount of time to meet the 
full capacity of the system. Library preparation needs to be simplified. Haloplex 
(Agilent, Santa Clara, CA) is an example of a library preparation process that 
potentially can reduce the preparation work required (www.halogenomics.com). 
This library preparation approach is a single-tube target amplification methodol-
ogy that enables a large number of library samples to be prepared manually. The 
general process is: (1) restriction digest and denature the sample; (2) hybridize 
probes to targeted ends of the digested fragments; (3) circularize and ligate the 
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molecules; and (4) introduce bar codes and amplify the targets by polymerase 
chain reaction (PCR). Eventually with automation the process might accommo-
date the number of samples that may be encountered by high-throughput opera-
tional laboratories. As many as 96 bar codes are available, which fits well with 
the 96-well format and reduces the preparation time from 2 weeks or several days 
to 6 hours. However, currently Haloplex is not available for use with non-human 
nucleic acids. One constraint is that the Haloplex system employs restriction 
digestion of the DNA. The restriction enzymes can potentially cleave a target 
site of interest (either a single nucleotide polymorphism (SNP) site or within a 
repeat motif) and render the marker untypable. Unfortunately, the enzymes used 
in Haloplex are proprietary, and one cannot readily scan for the restriction sites 
that would be incompatible with the designated targets (although palindromes 
can be sought for potential sites that may be obliterated). Another strategy for 
simplifying library preparation and decreasing sample input is that of the Nextera 
XT DNA Sample Preparation Kit (www.illumina.com). Strategies, such as the 
Haloplex system and the Nextera XT DNA kit, hold promise for simplifying and 
possibly automating library preparation.

Another factor to consider with CGS technology is sequencing read length 
and accuracy. Current read lengths for the most widely used CGS instruments 
typically do not exceed 200 bases, and when they do, the quality of base calling 
decreases substantially along the length of a read. Longer reads with higher ac-
curacy are necessary. Advances in technology for some platform systems suggest 
that reads up to 400 bases will be feasible in 2012.

Another consideration of platform selection is for situations where rapid 
responses are required (such as in military operations, some pandemics, and bio-
terrorism acts). Initially, platforms will be placed in laboratories with controlled 
environments. One can envision the technology being taken to the field for im-
mediate response and exigent circumstances. Robustness of the instrumentation, 
supply lines of reagents, and service support will be part of the decision process 
for the instrumentation/chemistry of choice. Fortunately, the technology and 
supporting interpretation tools continue to evolve and likely will become more 
robust.

Seeking More Power and Depth

For design and selection of systems and diagnostics, different diagnostic-
based strategies can be considered. They can be based on the sample type, the 
sample matrix, the amount of work, or the question that one is attempting to 
address. The latter may be the best suited for conceiving workflow systems. The 
different scenarios should be considered where nucleic acid analyses may be 
applied, because these will help guide the needs for the microbial forensic com-
munity. They likely are (1) identification of species/strain (i.e., similar to epide-
miological needs), (2) attribution, (3) genetic engineering, (4) sample-to-sample 
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comparisons, and (5) metagenomics for endemicity (or a modified metagenomics 
for sample characterization) (Figure A1-2).

Sample identification generally would be direct characterization to identify 
the agent for immediate determination of potential threat and probable cause 
to investigate further. The process of attribution would drill down to the finest 
resolution possible and make comparisons to other reference samples, databases, 
or repositories to reduce the possible sources from which the sample originated 
or to a recent common ancestor. Genetic engineering could be detected by whole 
genome sequencing.

Metagenomics studies have been performed on several platforms, and they 
will likely provide some foundational data on diversity and endemicity (Eisen, 
2007; Relman, 2011; Tringe et al., 2005). The value could be searching various 
niches for select agents. Suppose that in every sample tested certain select agents 
are identified. Then there can be two consequences: one is that it may be more 
difficult to elucidate natural outbreaks versus intentional releases (although strain 
resolution may reduce the uncertainty); the second could be that such high resolu-
tion may be less informative at some threshold depth of coverage.

FIGURE A1-2 A general overview of the work and information flow from sample to anal-
ysis to information developed based on use of second-generation sequencing technology.
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Most metagenomic work to date has been by exploiting a small, single 
sequence target (16s rRNA), at a very high depth of coverage (Rusch et al., 
2007; Venter et al., 2004). These studies often cannot provide resolution be-
yond family to genus levels. Clearly such broad range definition will not enable 
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individualization or identify select agents. The anthrax investigation could have 
benefited from a modified metagenomics characterization. The putative common 
source of the material (RMR1029) was composed of a population of very similar 
cells. The colony morphological variants found in the evidence from the 2001 
anthrax letter attacks were minority components and because of sample prepa-
ration and stochastic effects the minor variants potentially could be difficult to 
detect with PCR-based assays that were developed for the investigation. Because 
of the high depth of coverage with CGS, the population of low-level variants 
may be more readily detected, especially if an amplification enrichment step was 
included that focused only on the known variant sites that defined the morphology 
types. Such high depth of coverage would substantially reduce the false-positive 
rate and improve confidence in the potential relationship of the most similar 
samples to focus investigative leads (Cummings et al., 2010). Indeed, the depth 
of coverage could be in the millions. While exquisitely sensitive, platform- and 
chemistry-specific errors may confound interpretation, and thus thresholds of 
reliability may be necessarily invoked.

One could envision extending this population depth analysis, which in es-
sence is a simplified metagenomic analysis, and exploiting the concept of using 
a multi-locus sequence typing (MLST) approach to provide a species-level iden-
tification capability (Maiden et al., 1998; Spratt, 1999). A few loci (perhaps the 
seven typically applied to MLST to 15) could be selected as a standard (e.g., for 
bacteria). If there is a combination of sufficiently stable sites and evolutionarily 
rapid sites, the loci could indicate species- to strain-level presence in mixed and 
metagenomic samples. Using the core seven used for MLST could allow some 
questions regarding time and place of isolation, host or niche, serotype, and some 
clinical or drug resistance profiles. This will not be a trivial process because each 
of the sites will not be physically linked. However, one could determine, if the 
complete set or a reasonable subset of targets are in a sample, whether there is 
confidence that a particular species or sets of species are present. In theory this 
approach could be extended to strain levels. There certainly is enough through-
put to consider this capability. The potential already has been established with 
electrospray ionization mass spectrometry of targeted genes for rapid bacterial 
species identification (and even for viruses such as influenza). There are sufficient 
bacterial genomes that have been sequenced to test our hypothesis, and work is 
under way.

Inferences about the significance of genetic evidence may not reach the ul-
timate goal of attribution. The most confounding constraint on reaching the full 
power of attribution is scant data on diversity and endemicity. The vast diversity 
of the microbial world is unknown and will not be defined substantially with cur-
rent approaches in the area where a biocrime or bioterrorist attack has occurred. 
This limitation is not the sole purview of the microbial forensics community; it 
plagues the epidemiologists as well. Another limitation that evidentiary samples 
will likely have is an unknown history. Lack of knowledge on how it was ma-
nipulated (e.g., number of passages, exposure to mutagenic agents, length of 
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storage) will complicate providing inferences about the significance or strength of 
sequencing results, especially because the distance between samples will be de-
termined by the degree of similarity or dissimilarity. Indeed, even defining what is 
a “match” or “similar” may not be straightforward. Keim (personal communica-
tion) has stressed this uncertainty and proffered new terminology—a “member,” 
to the microbial forensic lexicon based on phylogenetics for the relationship of 
a sample to some reference samples. Regardless of the terminology used, some 
data will be needed to define the uncertainty of a “membership” or “association.” 
In 2006, the need for reconciliation between microbial genomics and systematics 
was described; microbial forensics and epidemiology were seen to offer useful, 
practical venues to frame the gaps and priorities (Buckley and Roberts, 2006). 
This challenge remains.

Some assessment of the strength or significance of an analytical result and 
subsequent comparison also is needed (Budowle et al., 2008; Chakraborty and 
Budowle, 2011). Of course, because of scant supporting data, such an endeavor 
will be challenging. Qualitative and/or quantitative statements of the significance 
of the finding will need to be developed. As an example, consider a forensic 
analysis of whole genome sequence data that compared two or more sequences, 
such as an evidence sample profile with that of a reference sample that may be 
considered a possible direct link or have a common ancestor. The evolutionary 
rates of the variants will need to be known. But perhaps as consequential, se-
quencing error and other factors could inflate the dissimilarity between samples 
and add a degree of “uncertainty” to some extent. Thus, efforts in defining and 
quantifying the error rates associated with each CGS platform and chemistry are 
critically important.

Beyond comparison of samples for identification purposes are inferences 
by whole genome sequencing of phenotypic (i.e., functional) properties of a 
microbe. For example, even with a whole genome sequence whether a microbe 
phenotypically displays antimicrobial resistance or susceptibility is still limited. 
Bacteria may contain multiple pathways, and how the different genes interact is 
far from being completely understood (Eisen, 2007; Köser et al., 2012; Relman, 
2011). Substantial research will be needed such that genotype can be used reli-
ably to predict phenotype.

Making Sense of Data

The ever-increasing amount of microbial genomic sequence data presents a 
variety of challenges related to the handling and storage of data and the devel-
opment of bioinformatics methods that can accommodate such large numbers 
of whole genomes. Being able to analyze the vast amounts of data in a timely 
fashion is a key challenge to leveraging the power of these newer sequencing 
platforms. Software, hardware, and IT support may be the greatest barrier to use 
of CGS technology. It is unlikely that dedicated bioinformaticists will reside in 
every microbial forensics laboratory. Data cannot be sent to web-based clouds 
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and be analyzed because the results may be classified. Instead, some standardiza-
tion and standard operating data analysis and interpretation approaches will be 
needed. Pipeline and interpretation software will need to be evaluated for reli-
ability and seamless diagnostic flow without bioinformatics expert intervention. 
The output of results must be intelligible to the microbial forensic analyst as well. 
The ideal software should be a comprehensive tool(s) enabling microbe detection 
to determination of engineering.

The government should rely heavily on industry and well-established ge-
nome centers. The commercial competitive environment is driving down costs 
and improving informatics pipelines without the need for extensive investment. 
Leveraging these efforts will help meet the needs of microbial forensics more ex-
peditiously than going it alone. The centers (to include the national laboratories) 
are evaluating platforms and chemistries and are generating data at unprecedented 
levels. They are providing solutions to massive data handling, including storage, 
curation of reference data, annotation, and data analysis.

Collection and databases are needed to house the microbial genomic data and 
when possible the accompanying meta-data. No standards yet exist for building 
databases to meet the needs of the microbial forensic community. Requirements 
for storage and retrieval of raw sequence data in microbial forensics cases and 
supporting inferential data must be developed. Given the high throughput and 
anticipated speed of analyses, it is conceivable that meaningful databases can be 
developed “on the fly” that better reflect the diversity where the crime was com-
mitted (to include the preparation laboratory to the crime scene).

The power of microbial forensics techniques, tools, software, and databases 
that are used need to be understood, and their limitations even more so need to 
be understood. To achieve this goal methods need to be validated, and valida-
tion should be a requisite of any forensic repertoire. Indeed the forensic sciences 
in general are facing well-deserved criticism for not necessarily having sound 
foundations and overstating the strength of the evidence (NRC, 2009). Attempts 
to attribute any attack to a person(s) or group should rely on acurate and credible 
results. The interpretation of such results might seriously impact the course or 
focus of an investigation, thus affecting the liberties of individuals or even being 
used as a justification for a government’s military response to an attack or threat 
of an attack. Therefore, the methods for collection, extraction, and analysis of mi-
crobial evidence that could generate key results need to be as scientifically robust 
as possible, so the methods can be high performing and the results defensible for 
decision makers and to the legal, international government, law enforcement, and 
scientific communities, as well as scrutiny by the media.

Validation Is Essential

Validation is frequently used to connote confidence in a test or process, but 
it may be better thought of as defining the limitation of a method, process, or as-
say (Budowle et al., 2003, 2006, 2008). It still is common for the term validation 
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to be used vaguely or to remain undefined when applied to process performance 
evaluation. The degree of validation varies from nominal to rigorous. The con-
sequences of such varied requirements can be catastrophic if methods used in 
microbial forensic investigations are poorly constructed, under-developed, or 
generate results that are difficult to interpret. The validation process needs to be 
defined as to what is expected to be achieved by a validation study.

Validation determines the limits of a test. It does not mean that a test must 
be 100 percent accurate or have no cross-reactivity, false-positive results, or 
false-negative results to be considered useful. It is often thought of as a process 
applied to the analytical portion of a system. This concept is only partly correct. 
The limits that the methods can provide must be demonstrated and documented 
for all steps of the process to include sample collection, preservation, extraction, 
analytical characterization, and data interpretation. Furthermore, it is recognized 
that as new technologies and capabilities are developed to address the needs of 
the microbial forensics community, key principles and performance parameters 
including accuracy, precision, bias, reliability, sensitivity, and robustness will 
need to be determined. Robust quality assurance and data control systems are 
required to achieve confidence in results by diverse users of the information. 
It is imperative that both technical and interpretation limitations (and thus ac-
curacy and error) be defined. Additionally, a key resource for microbial forensic 
research, validation, and analysis is access to well-defined and curated microbial 
collections and data sets that are as comprehensive as is possible to the task. This 
effort includes the structure, content, and quality of the data sets. While some 
collections have been started for use in research, or created for case-specific use, 
no comprehensive repository exists to support microbial forensics, and standards 
are not codified for meta-data and data curation.

The implications of highly technical data, epidemiological data, traditional 
evidence data, and investigative or intelligence information are complex and need 
to be appreciated for their strengths and limitations. Because scientific data can 
affect the decision-making process for retaliation, preemptive actions, and/or 
courtroom deliberations, it is imperative that those directly involved in microbial 
forensics or those who may use the results for investigative lead value or more 
direct associations be properly educated (or at least properly apprised) of the 
implications of such data. To meet this necessary goal, education and training are 
critical to disseminate the principles, development, and applications of the evolv-
ing field of microbial forensics. Educational strategies and programs need to be 
constructed and training programs developed on the varied scientific foundations 
that support microbial forensics.

If validation processes are not defined and not followed and proper train-
ing or communication is not provided, then it is possible that a false sense of 
confidence may be associated with a poor method or process or from a result of 
limited significance. There are myriad methods, processes, targets, platforms, 
and applications. Yet some basic requirements transcend individual differences 
in methods, and these can be reinforced by contextual description (Table A1-1). 
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Validation needs to be codified. Efforts are under way and should be applied 
equally across the user space.

Conclusion

Microbial forensics should embrace and validate newly developed and emerg-
ing molecular biology technologies and phylogenetics approaches, and pursue 
potential forensic information and comparative sources, such as might be achieved 
through metagenomics. Genetic analyses of microorganisms often are a power-
ful tool for differentiating species, isolates, and strains. Similar to human DNA 
forensic identification, DNA sequences of microorganisms can be used to identify 
and differentiate between isolates and strains of a single microbial species; how-
ever, nucleic acid–based identification is not as resolving with respect to source 
attribution in microbial forensics as with human DNA forensic analysis. The basic 
constituents of nucleic acids essentially are the same for bacteria and humans; 
however, unlike humans, bacteria, viruses, and fungi multiply rapidly in a clonal 
fashion and can readily share or exchange genetic material between and among 
species. These differences and uncertainties due to scant supporting data must be 
taken into consideration during analysis, interpretation, and reporting related to 
the findings derived from microbial genetic evidence. For the foreseeable future 

TABLE A1-1 Validation Criteria List

•	 Sensitivity
•	 Specificity
•	 Reproducibility
•	 Precision
•	 Accuracy
•	 Resolution
•	 Reliability
•	 Robustness
•	 Specified	samples
•	 Purity
•	 Input	values
•	 Quantitation
•	 Dynamic	range
•	 Limit	of	detection
•	 Controls
•	 Window	of	performance	for	operational	steps	of	assay
•	 Critical	equipment	calibration
•	 Critical	reagents
•	 Databases

NOTE: It is difficult to prescribe the criteria for validation of the variety of methods that may be 
considered. The list is provided for consideration and is not meant to be exhaustive.
SOURCE: Derived from Budowle et al. (2008).
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the ability of microbial forensics to establish that a sample collected from either a 
crime scene or a person of interest can be attributed to a known source to a high 
degree of scientific certainty will be limited. Therefore, the methods must be reli-
able and robust, and the uncertainty associated with any interpretation should be 
properly conveyed.

Microbial forensics experts and those who contribute in closely related fields 
need to work together to advance the science, to validate methods to scientific and 
legal standards, and to transition interpretation of results and conclusions from 
such analyses into something that can be used by the criminal justice system, the 
policy community, and other stakeholders. It is incumbent upon the microbial 
forensics community to make every effort to interpret and communicate objec-
tively and effectively the advantages and limitations of both microbial forensics 
and traditional forensic science analyses. Consumers of microbial forensic infor-
mation who incorporate this evidence into decision making should be provided 
accurate, reliable, credible, and defensible results, interpretations, and context.
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A2

MICROBIAL VIRULENCE AS AN EMERGENT PROPERTY: 
4CONSEQUENCES AND OPPORTUNITIES

Arturo Casadevall,5,* Ferric C. Fang,6 Liise-anne Pirofski5

Although an existential threat from the microbial world might seem like sci-
ence fiction, a catastrophic decline in amphibian populations with the extinction 
of dozens of species has been attributed to a chytrid fungus (Daszak et al., 1999; 
Pound et al., 2006), and North American bats are being decimated by Geomyces 
destructans, a new fungal pathogen (Blehert et al., 2009). Hence, individual mi-
crobes can cause the extinction of a species. In the foregoing instances, neither 
fungus had a known relationship with the threatened species; there was neither se-
lection pressure for pathogen attenuation nor effective host defense. Humans are 
also constantly confronted by new microbial threats as witnessed by the appear-
ance of HIV, SARS coronavirus, and the latest influenza pandemic. While some 
microbial threats seem to be frequently emerging or re-emerging, others seem 
to wane or attenuate with time, as exemplified by the decline of rheumatic heart 
disease (Quinn, 1989), the evolution of syphilis from a fulminant to a chronic 
disease (Tognotti, 2009), and the disappearance of “English sweating sickness” 
(Beeson, 1980). A defining feature of infectious diseases is changeability, with 
change being a function of microbial, host, environmental, and societal changes 
that together translate into changes in the outcome of a host–microbe interaction. 
Given that species as varied as amphibians and bats can be threatened with extinc-
tion by microbes, the development of predictive tools for identifying microbial 
threats is both desirable and important.

4    Reprinted from PLoS Pathogens. Originally published as Casadevall A, Fang FC, Pirofski L-a 
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Virulence as an Emergent Property

To those familiar with the concept of emergence (Box A2-1), it probably 
comes as no surprise that microbial virulence is an emerging property. However, 
the traditional view of microbial pathogenesis has been reductionist (Fang and 
Casadevall, 2011), namely, assigning responsibility for virulence to either the 
microbe or the host. Such pathogen- and host-centric views, and in turn the 
scientific approaches fostered by these viewpoints, differ significantly in their 
historical underpinnings and philosophy (Biron and Casadevall, 2010). In fact, 
neither alone can account for how new infectious diseases arise. 

BOX A2-1 
The Concept of Emergent Properties

 Emergent properties are properties that cannot be entirely explained by their 
individual components (Ponge, 2005). An element of novelty is also considered 
to be an essential attribute of “emergent,” a term that contrasts with “resultant” 
with the latter denoting an outcome that is predicted from the combination of the 
two components, such that resultant properties are additive whereas emergent 
properties are non-additive (Ablowitz, 1939). Another facet of emergent proper-
ties is that they are irreducible to their constituent components. Most treatises on 
emergence have emphasized that emergent properties have two components: 
an outcome that is greater than the sum of the parts and some form of novelty 
(Ablowitz, 1939; Baylis, 1929; Henpel and Oppenheim, 2011). Although the con-
cept of emergence dates back to antiquity when Aristotle stated that the “whole 
is not just the sum of its parts,” there is increasing interest in emergent properties 
as it becomes increasingly evident that reductionistic approaches cannot explain 
many phenomena in our world (Parrish et al., 2011). Examples of emergent 
properties in liquids are surface tension and viscosity, neither of which can be 
explained by analysis of individual molecules, as the properties pertain to the 
macroscopic world, and these phenomena have no corresponding analogs in the 
molecular realm. Biological systems have been described as characterized by 
emergent properties that exist at the edge of chaos, such that small fluctuations 
in their conditions can lead to sudden major changes (Mazzocchi, 2008). Similarly, 
self-organized movements of individuals, as in schools of fish, can result in a va-
riety of forms that are thought to protect against predators (Parrish et al., 2011).

The conclu-
sion that virulence is an emergent property is obvious when one considers that 
microbial virulence can only be expressed in a susceptible host (Casadevall and 
Pirofski, 2001). Consequently, the very same microbe can be virulent in one 
host but avirulent in another (Casadevall and Pirofski, 1999). Furthermore, host 
immunity can negate virulence, as evidenced by the effectiveness of immuniza-
tion that renders a microbe as deadly as the variola virus completely avirulent 
in individuals inoculated with the vaccinia virus. Infection with a microbe can 
result in diametrically opposed outcomes, ranging from the death of a host to 
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elimination of the microbe. Hence, virulence is inherently novel, unpredictable, 
and irreducible to first principles.

Critical to our understanding of virulence as a property that can only be 
expressed in a susceptible host is that both the microbe and the host bring their 
own emergent properties to their interaction. Host and microbial cells receive 
and process information by signaling cascades that manifest emergent properties 
(Bhalla and Iyengar, 1999); e.g., gene expression studies reveal heterogeneous 
or bi-stable expression in clonal cell populations with important implications 
for phenotypic variability and fitness (Dubnau and Losick, 2006; Veening et al., 
2008). Other emergent properties that have been identified in microbial and cel-
lular systems could influence pathogenesis. Intracellular parasitism is associated 
with genome reduction, a phenomenon that could confer emergent properties, 
given that deliberate genome reduction in E. coli has led to unexpected emergent 
properties, such as ease of electroporation and increased stability of cloned DNA 
and plasmids (Posfai et al., 2006).

On the host side, many aspects of the immune system have the potential to 
spawn emergent properties. The antigenic determinants of a microbe are defined 
by antibodies and processing by host cells, consequently existing only in the 
context of an immune system (Van Regenmortel, 2004). Microbial determinants 
can elicit host-damaging immune responses. Such deleterious responses exem-
plify a detrimental emergent property of the same host defense mechanisms that 
mediate antimicrobial effects. The outcome of a viral infection can depend on 
prior infection with related or unrelated viruses that express related antigens; 
hence, the infection history of a host affects the outcome of subsequent infections 
(Welsh et al., 2010).

For those accustomed to viewing host–microbe interactions from an evolu-
tionary perspective (Dethlefsen et al., 2007), the emergent nature of virulence 
is also no surprise, for the evolution of life itself can be viewed as an emergent 
process (Corning, 2002). Even in relatively well-circumscribed systems such as 
Darwin’s finches on the Galápagos Islands, evolutionary trends over time became 
increasingly unpredictable as a consequence of environmental fluctuations (Grant 
and Grant, 2002).

Consequences of the Emergent Nature of Microbial Virulence

The fact that virulence is an emergent property of host, microbe, and their 
interaction has profound consequences for the field of microbial pathogenesis, for 
it implies that the outcome of host–microbe interaction is inherently unpredict-
able. Even with complete knowledge of microbes and hosts, the outcome of all 
possible interactions cannot be predicted for all microbes and all hosts. Lack of 
predictability should not be unduly discouraging. Even in systems in which emer-
gent properties reveal novel functions, such as fluid surface tension and viscosity, 
recognition of these properties can be useful. For example, molecular structure 
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might not predict the hydrodynamics of a fluid, but the empirical acquisition of 
information can be exploited to optimize pipeline diameter and flow rates. Nov-
elty is unpredictable but novel events can be interpreted and comprehended once 
they have occurred (Ablowitz, 1939). A pessimist might argue that living systems 
are significantly more complex than flowing liquids. However, such pessimism 
may be unwarranted. The appearance of new influenza virus strains every year is 
an emergent property resulting from high rates of viral mutation and host selec-
tion of variants (Lofgren et al., 2007). Hence, the time or place in which new 
pandemics will arise or the relative proportion of strains that will circulate each 
year cannot be predicted with certainty. Nevertheless, the likely appearance of 
new strains can be estimated from the history of population exposure to given 
strains and knowledge of recently circulating strains, and this information can be 
used to formulate the next year’s vaccine.

A Probabilistic Framework

Although the field of infectious diseases may never achieve the predictive 
certainty achieved in other branches of medicine, it may be possible to develop 
a probabilistic framework for the identification of microbial threats. Although all 
known pathogenic host–microbe interactions have unique aspects, and it is chal-
lenging to extrapolate from experiences with one microbe to another, a probabi-
listic framework can incorporate extant information and attempt to estimate risks. 
For example, the paucity of invasive fungal diseases in mammalian populations 
with intact immunity has been attributed to the combination of endothermy and 
adaptive immunity (Robert and Casadevall, 2009). This notion could be extrapo-
lated to other environmental microbes, i.e., those that cannot survive at mamma-
lian temperatures have a low probability of emerging as new human pathogens. 
On the other hand, the identification of known virulence determinants in new 
bacterial strains may raise concern. In this regard, the expression of anthrax toxin 
components in Bacillus cereus produces an anthrax-like disease that is not caused 
by Bacillus anthracis (Hoffmaster et al., 2004).

Given the experience of recent decades, we can predict with confidence that 
new infectious diseases are likely to continue to emerge and make some general 
predictions about the nature of the microbes that could constitute these threats. 
One possibility is that an emergent pathogen could come from elsewhere in the 
animal kingdom. A comprehensive survey revealed that three-fourths of emerg-
ing pathogens are zoonotic (Taylor et al., 2001). Crossing the species barrier can 
result in particularly severe pathology, as pathogen and host have not had the 
opportunity to co-evolve toward equilibrium. Another good bet is that an RNA 
virus could emerge as a pathogen. The high mutation rate and generally broad 
host range of RNA viruses may favor species jumps (Woolhouse et al., 2005), 
and many emergent human pathogens belong to this group, e.g., HIV, H5N1 
influenza, SARS coronavirus, Nipah virus, and hemorrhagic fever viruses. On 
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the other hand, global warming could hasten the emergence of new mammalian 
pathogenic fungi through thermal adaptation (Garcia-Solache and Casadevall, 
2010), given that the relative resistance of mammals to fungal diseases has been 
attributed to a combination of higher body temperatures and adaptive immunity 
(Bergman and Casadevall, 2010; Robert and Casadevall, 2009).

Despite abandoning hopes for certainty and determinism in predicting micro-
bial pathogenic interactions, we can attempt to develop a probabilistic framework 
that endeavors to estimate the pathogenic potential of a microbe based on lessons 
from known host–microbe interactions. A variety of mathematical models based 
on game theory or quantitative genetics have been developed in attempts to un-
derstand the evolution of virulence (Boots et al., 2009; Day and Proulx, 2004). 
These have provided interesting new insights into host–pathogen interactions, 
including the tendency for evolutionary dynamics to produce oscillations and 
chaos rather than stable fitness-maximizing equilibria, the unpredictability that 
results when multiple games are played simultaneously, and the tendency for 
three-way co-evolution of virulence with host tolerance or resistance to select for 
greater virulence and variability (Carval and Ferriere, 2010; Hashimoto, 2006; 
Nowak and Sigmund, 2004).

Preparing for the Unpredictable

Emerging infections seem to be becoming more frequent, and it is not dif-
ficult to understand why. An interesting experimental system examining a viral 
pathogen of moth larvae demonstrated that host dispersal promotes the evolution 
of greater virulence (Boots and Mealor, 2007). When hosts remain local, this en-
courages more “prudent” behavior by pathogens, but host movement encourages 
more infections and greater disease severity (Buckling, 2007). Global travel in the 
modern world can rapidly spread pathogenic microbes, but what is less obvious 
is that travel may also enhance virulence. Other factors contributing to the emer-
gence and re-emergence of new pathogens include changes in land use, human 
migration, poverty, urbanization, antibiotics, modern agricultural practices, and 
other human behaviors (Cleaveland et al., 2007; IOM, 1992). Microbial evolution 
and environmental change, anthropogenic or otherwise, will continue to drive 
this process. Another implication of the emergent nature of virulence is recogni-
tion of the hubris and futility of thinking that we can simply target resources to 
the human pathogens that we already know well. The discovery of HIV as the 
cause of AIDS (Barre-Sinoussi et al., 1983) was greatly facilitated by research 
on avian and murine retroviruses that had taken place decades before (Hsiung, 
1987), at a time when the significance of retroviruses as agents of human disease 
was unknown.

We share the view that sentinel capabilities are more important than predic-
tive models at the present time (Barre-Sinoussi et al., 1983; Hsiung, 1987), but 
are optimistic that it will be possible to develop general analytical tools that can 
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be applied to provide probabilistic assessments of threats from future unspecified 
agents. Comparative analysis of microbes with differing pathogenic potential and 
their hosts could provide insight into those interactions that are most likely to 
result in virulence. Hence, the best preparation for the unexpected and unpredict-
able nature of microbial threats will be the combination of enhanced surveillance 
with a broad exploration of the natural world to ascertain the range of microbial 
diversity from which new threats are likely to emerge.
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A3

MICROBIAL GENOME SEQUENCING TO 
UNDERSTAND PATHOGEN TRANSMISSION

Jennifer L. Gardy7

Outbreak Investigation: A Brief Primer

In public health, we are often confronted with the task of “solving” an in-
fectious disease outbreak—identifying all the cases, determining a source of the 
illness, and deploying an intervention to prevent further cases. A typical scenario 
unfolds as follows. A potential outbreak alert is issued when routine laboratory or 
population-based surveillance methods detect a statistically significant increase in 
case counts relative to historical norms for a particular disease, or when an astute 
clinician or public health official notes an unusual clustering of cases. This alert 
triggers an initial investigation combining descriptive epidemiology with labora-
tory work. Epidemiologists use interviews and questionnaires to review case data, 
such as travel history, food exposures, and attendance at social events, with the 
goal of revealing common behaviours across cases—eating the same food items, 
visiting the same locations, or shared contact with a particular individual.

At the same time, microbiologists carry out their own epidemiological in-
vestigation using genotyping techniques. Similar to the genetic fingerprinting 
methods used in paternity testing or in forensic crime scene analysis, these “mo-
lecular epidemiology” tools, including pulsed-field gel electrophoresis (PFGE) 
and multi-locus sequencing typing (MLST), can quickly reveal whether a col-
lection of bacterial specimens share a common genetic fingerprint and likely 
represent a true outbreak, or whether they display a range of genotypes and 
simply reflect an unusual excess of cases of that particular illness, none of which 
are related to each other.

The results of the descriptive epidemiology and molecular epidemiology 
investigations are then compared, and a determination is made as to whether 
the cluster of cases is truly an outbreak meriting further investigation. If this 
is indeed the case, then a more robust field epidemiological investigation is 
typically undertaken. This includes enhanced case-finding using more detailed 
survey instruments as well as case-control studies in which behaviours of cases 
are compared to those of controls in order to quantify risk factors strongly as-
sociated with illness. Through these analyses, investigators are able to form and 
test a specific hypothesis regarding the source of the outbreak. Laboratory work 
is also critical at this stage—new cases are genotyped to determine whether they 
are part of the outbreak, while genotyping of isolates collected from food, water, 

7    Senior Scientist, Molecular Epidemiology, British Columbia Centre for Disease Control.
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and other non-human sources can confirm or rule out these entities as potential 
sources of the outbreak.

Once a source of the outbreak has been confirmed, intervention measures 
can be put in place. For food- or water-borne outbreaks, these typically involve 
issuing a recall for the food item in question, eliminating access to the water 
source until it has been declared safe, and issuing extensive media alerts warn-
ing consumers of the risks associated with the entity in question. For outbreaks 
involving personal contact or attendance at a shared location, such as a specific 
hospital ward, active case-finding is used to find and treat all infected patients or 
potential carriers of an illness, while infection control approaches such as patient 
decolonization or enhanced cleaning are deployed to prevent further infections.

FIGURE A3-1 An example demonstrating how the limitations of field and molecular 
epidemiology complicate outbreak reconstructions. Panel A shows the “true” outbreak 
scenario—two different genotypes of pathogen are found in the hosts (white and grey 
circles), and arrows indicate person-to-person transmission events. Panel B shows what 
a reconstruction of that outbreak might look like using current tools. In this situation, the 
molecular epidemiology technique applied was not able to identify the different genotypes, 
and all isolates were grouped into a single cluster, as often happens in the case of clonal 
pathogens such as Salmonella Enteritidis. Patients’ inability to recall specific contacts 
means that several transmission events are missed.

Unfortunately, not every outbreak can be neatly resolved. A number of fac-
tors greatly limit public health’s ability to investigate an outbreak from both the 
field epidemiology and molecular epidemiology perspectives (Figure A3-1). Field 
investigations are typically limited by resources—not having enough personnel, 
time, or money to be able to effect a complete investigation—and patients’ inabil-
ity to recall specific events that might be relevant to the investigation. Molecular 
epidemiology approaches are also limited in their utility. For some pathogens, 
such as Salmonella Enteritidis, unrelated isolates from multiple outbreaks may 
show identical genetic fingerprints. For others, such as Campylobacter jejeuni, 
one outbreak may comprise multiple distinct genetic fingerprints due to fre-
quent rearrangement of the pathogen’s genome. Genotyping typically requires the 
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organism in question to be cultured, which may add several weeks to an investiga-
tion in the case of slow-growing organisms such as Mycobacterium tuberculosis, 
and the costs of many molecular epidemiology assays are not insignificant, mean-
ing they are often not routinely deployed.

One of the biggest limitations of current molecular epidemiology methods 
is the low level of resolution they provide. At best, such tools are only capable 
of determining whether or not an isolate belongs to an outbreak cluster. Further 
detail, such as the order of person-to-person transmission, the underlying pat-
tern of spread—superspreader or ongoing chains of transmission—is beyond the 
scope of current laboratory methods.

An Illustrative Example

In May 2006, a case of pleural tuberculosis (TB) was diagnosed in an adult 
female in a medium-sized community in British Columbia, Canada. Although 
pleural TB is suggestive of recently acquired disease, inquiring after the case’s 
contacts did not suggest a potential source for her illness. Molecular analysis 
using a TB-specific technique called mycobacterial interspersed repetitive unit 
variable number tandem repeat (MIRU-VNTR) was performed. In MIRU-VNTR, 
24 variable number tandem repeat loci around the M. tuberculosis genome are 
amplified using polymerase chain reaction (PCR), followed by capillary electro-
phoresis to enumerate the number of repeats present at each locus. The patient’s 
MIRU-VNTR genotype indicated she harboured the same strain of TB that had 
been circulating in her community for several years. She was assumed to repre-
sent one of the few annual cases of TB that community regularly observed in a 
year and was treated for her illness.

Some months later, a second case of TB was reported in the community, 
this time in an infant female with no epidemiological link to the May case. TB 
in children is considered to be a marker for recent community transmission, and 
when MIRU-VNTR revealed the infant to be infected with the same strain of TB 
as the earlier case, the local public health nurses began an intensive case-finding 
effort. Using an approach called reverse contact tracing, they identified individu-
als who had been in contact with the infant and screened them using a tuberculin 
skin test in an attempt to find out who had been the source of the child’s infec-
tion. This investigation led to the diagnosis of nine more cases of active TB in 
the community, and an outbreak was declared.

Extensive investigation soon followed. Each case was interviewed using a 
detailed questionnaire, and the resulting data—connections between individu-
als who reported social relationships with each other, links between people and 
the places they regularly spent time at, and links between people and specific 
behaviours associated with an increased risk of TB infection, such as smoking, 
alcohol use, or drug use—was visualized as a network. The network suggested 
a potential source for the outbreak—an individual who had been symptomatic 



144 THE SCIENCE AND APPLICATIONS OF MICROBIAL GENOMICS

and undiagnosed for many months prior to detection of the first case, who had 
a number of risk factors, and who was a high-degree node in the network—they 
reported contact with many of the cases.

Although the investigation revealed the likely source case, who was imme-
diately put on treatment, the outbreak eventually grew to include 41 individuals 
over the 2006–2008 period, with a handful of subsequent diagnoses from 2009 
onward.

Attempting to reconstruct the path the organism took through the community 
proved to be impossible. Despite the rich epidemiological and clinical data avail-
able, the social network structure in the community was too dense to interpret—
each individual case had an average of six contacts with other cases, and most 
everyone in the community reported spending time at the same locations, includ-
ing a series of hotel pubs and crack houses, meaning there were many potential 
sources for each person’s infection (Figure A3-2). All cases had identical 24-loci 
MIRU-VNTR patterns, but the low resolution of this technique was incapable of 
identifying smaller subclusters within the outbreak.

FIGURE A3-2 The dense social network in the outbreak community complicated out-
break reconstruction attempts. Circular nodes represent outbreak cases—grey nodes are 
individuals with smear-positive tuberculosis; white nodes are individuals with smear-
negative disease. Solid lines connect two cases that reported a social contact with each 
other.

While the outbreak eventually abated, our inability to reconstruct individual 
transmission events meant that an important learning opportunity was missed. We 
could not describe the underlying pattern of disease spread in the community, we 
could not compare it to other TB outbreaks to determine whether this organism 
behaves in a similar way across different outbreaks in different communities with 
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different social network structures, and we could not use our experience to guide 
future TB outbreak investigations.

This uncertainty about how an outbreak unfolds is not unique to tubercu-
losis. For the majority of communicable diseases, our understanding of how 
they behave “in the wild” is limited. Unfortunately, this lack of understanding 
of pathogens’ natural transmission tendencies precludes developing any sort of 
proactive evidence-based interventions. We do not know whether there are “one-
size-fits-all” interventions for a given pathogen or a family of disease, or whether 
each outbreak is unique and will require a specifically tailored intervention.

The Rise of the Next Generation

We will return to the tuberculosis story in time; for now, we must climb into 
our microbial genomics time machine and rewind several years. . . . The complete 
genome has sometimes been described as “the ultimate genotype”—examining 
the total genetic content of an organism reveals the unique fingerprint that sets 
each of us apart from the other members of our species. Until recently, however, 
interrogating the complete genome of anything larger than a virus required a sig-
nificant investment of time, money, and analytical resources. Sequencing of the 
first bacterial genome, Haemophilus influenzae, in 1995 took more than a year, 
cost nearly USD$1 million, and involved a large team of researchers running a not 
insignificant number of DNA sequencers. Subsequent microbial genomics efforts 
targeted individual bacteria selected to represent a range of common laboratory 
strains and interesting clinical isolates; experiments reporting the sequencing of 
more than one isolate were relatively rare and certainly outside the scope of most 
research groups’ technological abilities.

Tracking the number of bacterial genome projects recorded in the Genomes 
Online Database (GOLD) reveals that after approximately a decade of steady 
progress in microbial genomics, a sudden and dramatic upswing in the number of 
sequenced genomes began around 2006 (Figure A3-3). This sea change coincides 
with the commercial release of the so-called “next-generation” DNA-sequencing 
technologies. Previously, DNA sequencing was performed using the Sanger 
method, originally developed by Frederick Sanger in 1977, although subsequently 
modified to improve throughput. Next-generation sequencing methods, including 
the pyrosequencing platform commercialized by Roche, a reversible terminator 
platform marketed by Illumina, and the newer ion semiconductor-based approach 
available through Life Technologies, all take a fundamentally different approach 
to sequencing. They are based on the concept of “sequencing by synthesis,” in 
which DNA synthesis is essentially observed in real-time, with the sequencing 
instrument using one of the above technologies to extend a template base by base, 
and record which base was added at each step. Although the reads produced by 
these technologies are much shorter than those resulting from Sanger sequencing, 
the sheer magnitude of the parallel sequencing made possible by these approaches 



146 THE SCIENCE AND APPLICATIONS OF MICROBIAL GENOMICS

means that next-generation sequencing runs generate orders of magnitude more 
data in a single run than Sanger sequencers are capable of.

With these new platforms, the cost of sequencing a complete bacterial ge-
nome dropped dramatically. Now, many large genome centres operating opti-
mized pipelines and high-volume sequencers are able to offer their clients full 
bacterial genome sequences for between USD$50-250 per genome. Run times 
can be as little as a few hours for certain platforms, meaning it is now possible 
to sequence tens or even hundreds of bacterial genomes within a week for only 
a few thousand dollars.

FIGURE A3-3 The number of bacterial genome projects recorded in the Genomes On-
line Database (GOLD) increased exponentially with the introduction of next-generation 
sequencing methods in the mid-2000s.

A New Tool: Genomic Epidemiology

Soon after the commercialization and adoption of next-generation sequenc-
ing technologies, a few astute clinicians and infectious disease researchers rec-
ognized the technology’s potential for transforming molecular epidemiology. 
In a wonderful example of convergent evolution, several independent research 
groups around the world embarked upon proof-of-concept projects in the new 
area of “genomic epidemiology,” with the first few papers in the field appearing 
in 2010 and 2011.

The basic premise behind genomic epidemiology is that the microevolution-
ary events occurring within a pathogen’s genome over the course of an outbreak 
can be used as markers of transmission. For example, consider an outbreak in 
which the first patient is colonized with a bacterium having the genome sequence 
AAAAA. Any individuals infected by that person would then be colonized with 
bacteria having the same genome sequence. As a result of the natural process 
of mutation, many of these second-generation organisms will accrue a small 
number of nucleotide changes (the number depends on the duration of infection 
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and the natural mutation rate of the pathogen in question). If we have three 
second-generation patients, one might accrue no mutations and continue to dis-
play the AAAAA genome sequence, one might show the sequence ACAAA, and 
one might contain the sequence AAAAG. The third generation of cases, those 
infected by these individuals, will then show genome sequences identical to or 
descended from these second-generation cases. By sequencing the genomes of 
all the outbreak organisms and identifying positions that vary over the course of 
the outbreak, one should, in theory, be able to infer the individual transmission 
events that gave rise to the outbreak (Figure A3-4).

FIGURE A3-4 Using microevolutionary events to track person-to-person spread of a 
pathogen over a social network. As a pathogen spreads over a contact network, the accrual 
of mutations can be used to trace person-to-person transmission. When a mutation arises 
in one person, such as the C in position two of the second-generation female case in this 
example, it will be transmitted onwards to those individuals that case infects. Isolates may 
transmit without accruing mutations, as in the AAAAA sequence maintained here across 
three generations of illness. This can complicate reconstructions if the underlying contact 
data are unknown—if no contact information was available for this network, the genomic 
data would suggest that the third-generation AAAAA female case could have been infected 
by the first- or second-generation AAAAA cases.

The words “in theory” are very important in this case. The first two studies 
to use genomics to identify person-to-person transmission events both revealed 
that the answers are not so readily forthcoming.

In the first study (Lewis et al., 2010), genome sequence was obtained for six 
multidrug-resistant Acinetobacter baumannii isolates from a hospital outbreak 
occurring over a seven-week period—four from military patients and two from 
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civilian patients. The hope was that the study would reveal how the bacterium 
was transferred from the military patients—who were presumed to have been 
infected in the field prior to hospital admission—to the civilian patients. Three 
positions across the approximately 4-megabase pair genome were found to vary 
between isolates, with patients showing four genotypes at these positions: CAG, 
TAG, TAT, and TTG. One of the civilian patients shared a genotype with two of 
the military patients, suggesting that one of these military patients was the source 
of the civilian’s infection. Examination of this hypothesis in the context of the 
available epidemiological information revealed that one of the military patients 
was housed in the bed next to the civilian, making him or her the most likely 
source. The other civilian patient displayed a unique genotype, and the study 
authors were not able to infer the source of that individual’s infection.

In the second study (Gardy et al., 2011), genomics was used to reconstruct 
the tuberculosis outbreak described earlier in this paper. Genome sequence was 
obtained for 36 M. tuberculosis isolates—32 from outbreak cases and 4 from 
patients diagnosed in the same community in the decade prior to the outbreak, 
all of which had the same 24-loci MIRU-VNTR fingerprint as the outbreak cases. 
More than 200 single nucleotide polymorphisms (SNPs) were found among the 
isolates, and the authors realized the nature of TB infection meant it would be 
impossible to trace the outbreak’s path SNP by SNP, as was done by Lewis et 
al. In TB, an individual may be infectious for a period of many months, during 
which time the colonizing organism is continuing to accrue mutations. If the  
individual transmits the disease to an individual on day 1 of his or her illness, to 
another individual on day 180, and to a third individual on day 270, and is diag-
nosed and his or her organism sampled at day 300, his or her isolate might show 
similarity to the isolate in patient 3, but could be very different from the isolate in 
patient 1, making it difficult to ascribe patient 1’s disease to the source case. The 
variable periods of latency associated with TB further complicate SNP-by-SNP 
reconstruction of transmission.

Instead, the authors used a phylogenetic tree of the data to demonstrate that 
two separate lineages of M. tuberculosis—labeled A and B—could be resolved 
within the single MIRU-VNTR genotype. Thus the genomic data acted as a sort 
of enhanced genotyping method, able to break one MIRU-VNTR cluster contain-
ing all the isolates into two distinct genome-based clusters, A and B. Although 
the original social network describing the relationships between all the outbreak 
cases was too complex to resolve, when it was broken down into two networks—
one showing connections between A cases and one showing connections between 
B cases—the data became much more interpretable and several person-to-person 
transmission events could be identified. This revealed that several key individuals 
acting as superspreaders were associated with the majority of transmission events 
and that factors including delays in diagnosis, clinical presentation, and risk be-
haviours contributed toward these individuals’ role as sources of infection. Not 
every transmission event could be identified, however, and the genomic data also 
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suggested that some individuals in the network might have exhibited coinfection 
with both an A and a B strain.

Best Practices and Future Directions

The earliest genomic epidemiology studies suggested that when combined 
with epidemiological and clinical data, whole genome sequencing has the poten-
tial to inform reconstructions of communicable disease outbreaks. Since the pub-
lication of the first few studies, several other papers have described using whole 
genome sequencing to solve outbreaks of other organisms, including Clostridium 
difficile, methicillin-resistant Staphylococcus aureus, and Klebsiella pneumoniae. 
Projects are becoming larger and more ambitious, sequencing hundreds of iso-
lates collected across large regions over many years, and the number of outbreak 
reconstructions available for an individual pathogen is growing as well.

As this emerging field continues to find its place in the realm of public health 
microbiology, it is important to note several “best practices” that must be consid-
ered when doing such a study.

1. Genomic data alone cannot reliably identify individual transmission 
events. The genomic data must be combined with epidemiological and 
clinical information if a plausible reconstruction of an outbreak is to be 
achieved.

2. The bioinformatics methods for identifying positions of variation across a 
series of isolates are not perfect. The results of any analysis must be care-
fully examined to ensure that errors in alignment or inappropriate scoring 
thresholds are not causing variants to be erroneously called or missed.

3. The data must be considered in terms of biological plausibility. An ex-
pected level of variation over an outbreak can be inferred from organisms’ 
mutation rates. If the observed variation is much less or much greater than 
the expected variation, then the analysis used to generate that data must 
be reexamined.

4. For others to evaluate a study’s accuracy and reproduce the results, the 
raw sequencing data for each isolate should be made freely available in a 
public repository. Manuscripts describing genomic epidemiology studies 
should include, as appendices, the analysis commands used to generate 
the data and a detailed description of how the data were filtered and pro-
cessed after genome assembly and SNP calling.

5. There is a significant amount of interesting biology that can be mined 
from outbreak-derived genome sequences, particularly in the area of 
population genetics. To maximize the value of a sequencing data set, it 
is well worth identifying academic partners who can use a study data set 
for further analyses.
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As more and more genomic epidemiology projects are undertaken, the natu-
ral behaviour of pathogens in the wild will slowly be revealed. We will know 
much more about their spatial and temporal patterns of spread, whether su-
perspreading is as common as early reports are indicating, and the factors that 
influence an individual’s tendency to spread disease. It will then be up to public 
health agencies to use this valuable information to develop evidence-based inter-
ventions—for example, directing case-finding efforts around contacts of potential 
superspreaders, or designing prevention programs targeted to specific high-risk 
communities or individuals. In our own work, we are sequencing 20 years worth 
of TB in a single Canadian province to identify province-wide transmission 
routes, community-level transmission events, and socioeconomic and clinical risk 
factors for acting as a source or sink community for disease. It is our hope that 
the resulting data will allow us to reshape our current TB prevention and control 
programs, enabling us to use our limited resources for maximum effect.

As sequencing technologies improve—generating longer reads at lower 
costs—and as bioinformatics methods become more reliable at identifying varia-
tion, we anticipate even more accurate and detailed outbreak reconstructions. The 
coming decade will be an exciting time for genomic epidemiology as it moves 
from proof of concept to a routine component of clinical practice.
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Abstract

A small proportion (1-1.5%) of 2009 pandemic A/H1N1 influenza vi-
ruses (A(H1N1)pdm09) are oseltamivir-resistant, due almost exclusively to 
a H275Y mutation in the neuraminidase protein. However, many individuals 
infected with resistant strains had not received antivirals. Whether drug-
resistant viruses are initially present as minor variants in untreated subjects 
before they emerge as the dominant strain in a virus population is of great 
importance for predicting the speed at which resistance will arise. To address 
this issue, we employed ultra-deep sequencing of viral populations from 
serial nasopharyngeal specimens from an immunocompromised child and 
from two individuals in a household outbreak. We observed that the Y275 
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mutation was present as a minor variant in infected hosts prior to onset of 
therapy. We also found evidence for the transmission of this drug-resistant 
variant alongside drug-sensitive viruses. These observations provide impor-
tant information on the relative fitness of the Y275 mutation in the absence 
of oseltamivir.

The 2009 pandemic A/H1N1 influenza virus (A(H1N1)pdm09) emerged 
following reassortment between two swine viruses circulating in North America 
and Eurasia (Garten et al., 2009). Between 1 and 1.5% of A(H1N1)pdm09 strains 
analyzed to date have been found to be resistant to oseltamivir, a neuraminidase 
(NA) inhibitor that constitutes the current standard of care (Pizzorno et al., 
2011a). Virtually all oseltamivir-resistant A(H1N1)pdm09 viruses contain an 
H275Y amino acid substitution in the viral NA gene (Pizzorno et al., 2011b). 
Among the drug-resistant strains recovered from immunocompetent patients, 
approximately one-third have been recovered from untreated individuals (WHO, 
2011). Whether drug-resistant variants are initially present as minor variants in 
untreated subjects due to transmission from a host harboring a minority drug-
resistant population, or whether they emerge following de novo replication, is 
of great importance for predicting the speed at which resistance will arise: the 
selection of resistant mutations will occur more rapidly if they are already pres-
ent within hosts as pre-existing minor variants (Bonhoeffer and Nowak, 1997). In 
addition, the presence (or not) of the H275Y mutation in pre-treatment samples 
provides important information on the relative fitness of drug resistance mutations 
in the absence of oseltamivir.

To determine whether the H275Y mutation is present as a minor variant 
within hosts infected with influenza A virus, we performed ultra-deep sequencing 
of viral populations from nasopharyngeal specimens of two sets of individuals 
infected with A(H1N1)pdm09 viruses. First, we examined longitudinal samples 
collected from an immunocompromised child who remained infected for more 
than 6 weeks, during which time a drug-resistant strain came to dominate the 
virus population. Second, we analyzed the emergence of oseltamivir-resistant 
viruses in an household outbreak of A(H1N1)pdm09 infections in which the 
contact case developed influenza symptoms 24 hours after starting post-exposure 
oseltamivir prophylaxis (Baz et al., 2009).

Materials and Methods

Study 1: Immunocompromised Child

A 31-month-old boy weighing 13.4 kg, diagnosed three months earlier with 
medulloblastoma, was admitted on January 5, 2011, for consolidation chemother-
apy in preparation for the first of 3 consecutive autologous bone marrow trans-
plants (ABMT). On admission, the child presented rhinorrhea and mild cough 



APPENDIX A	 153

but was afebrile. Members of his immediate family, including his older sister and 
his father, had cold-like symptoms 1-2 weeks prior; none of the family members, 
including the patient, had received the 2010-11 influenza vaccine, the monovalent 
A(H1N1)pdm09 vaccine or any antiviral drug. A nasopharyngeal aspirate (NPA) 
collected on admission was positive for the A(H1N1)pdm09 virus by real-time 
RT-PCR (Semret M et al., 2009) and by viral culture on A549 and Mink lung 
cells. Treatment with oseltamivir (30 mg, twice daily) was started on January 6. 
The following day, the patient developed fever (max. 39.2°C), coincident with 
dropping neutrophil counts. The child received his first ABMT on January 10. 
NPA specimens collected throughout admission remained positive for A(H1N1)
pdm09 influenza virus by RT-PCR (Table A4-1). Oseltamivir therapy was contin-
ued during the hospitalisation and after discharge on January 22. The patient was 
readmitted from January 27 to February 14, 2011 for his second ABMT. A NPA 
specimen collected on January 28 was positive for A(H1N1)pdm09 by RT-PCR. 
Because of persistent viral excretion, oseltamivir was replaced by zanamivir (25 
mg inhaled four times daily) on February 1 and continued until negative RT-PCR 
results on February 17. The patient received a third ABMT on February 18 and 
he recovered from his influenza infection without complications.

Study 2: Transmission in Household 

A detailed description of the familial cluster of infections with A(H1N1)
pdm09 virus has been reported elsewhere (Baz et al., 2009). Briefly, a 13-year-old 
asthmatic male developed infection with A(H1N1)pdm09 confirmed by RT-PCR 
testing of a NPA. The child was started on oseltamivir (60 mg twice daily for 
5 days) and discharged home the same day. Simultaneously to treatment of the 
index case, post-exposure oseltamivir prophylaxis (75 mg once daily for 10 days) 
was prescribed to the 59-year-old father with chronic obstructive pulmonary dis-
ease. Approximately 24 hours after beginning oseltamivir prophylaxis, the father 
developed influenza-like symptoms. On day 8 of oseltamivir prophylaxis, he 
consulted his general practitioner for persistent cough. An NPA collected at that 
time was positive by RT-PCR and by culture for A(H1N1)pdm09. The father had 
an uneventful clinical course, and an NPA sampled at the end of his illness was 
negative. The son’s A(H1N1)pdm09 isolate collected before oseltamivir therapy 
was susceptible to oseltamivir (50% inhibitory concentration or IC50: 0.27 nM), 
whereas the father’s A(H1N1)pdm09 isolate was highly resistant to oseltamivir 
(IC50 > 400 nM). The complete (consensus sequence) virus genomes of the father 
(GenBank accession FN434454) differed by one amino substitution (H275Y) in 
the NA protein compared to the virus present in the son (GenBank FN434445).
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Informed Consent

Written consent was obtained for report of the case described in Study 1. 
Samples used in Study 2 were obtained as part of an investigation of the Public 
Health Department of the Ministry of Health, Quebec, Canada.

Clinical Specimens and Viral Culture

In Study 1 (immunocompromised child), 7 NPAs were collected between 
January 5 and February 17, 2011, for RT-PCR testing (Table A4-1 and Figure 
A4-1). Viral isolates were also obtained by culture from NPAs sampled on Janu-
ary 5 and January 20. In Study 2 (household transmission), the NPA from the 
index case (son) was collected prior to oseltamivir treatment whereas the NPA 
from his father was obtained on day 8 of oseltamivir prophylaxis (Figure A4-1).

NA Inhibition Assay

The drug resistance phenotype to NA inhibitors was determined by NA 
inhibition assays (Potier et al., 1979). The IC50 values were determined from the 
dose response curve. A virus was considered resistant to a drug if its IC50 value 
was 10-fold greater than that of the wild-type (WT) virus (Mishin et al., 2005).

RNA Extraction

Total RNA was extracted from 200 μL of thawed specimen or culture using 
the MagNA Pure instrument and the MagNA Pure LC total nucleic acid isolation 
kit (Roche Applied Science) according to the manufacturer’s instructions and 
stored at –80°C.

Discriminative Real-time PCR Assay

To discriminate between WT and H275Y oseltamivir-resistant strains of 
A(H1N1)pdm09, a modified version of a previously reported real-time RT-PCR 
method (van der Vries et al., 2010) was used to test samples. This technique re-
quires a reverse (panN1-H275-sense 5′–cagtcgaaatgaatgcccctaa-3′) and a forward 
(panN1-H275-antisense 5′–tgcacacacatgtgatttcactag-3′) primer for both the WT 
and the H275Y viruses and two labelled allele-specific probes: panN1-275H-
probe (5′–ttaTCActAtgAggaatga-6-FAM/BHQ-1) and panN1-275Y-probe (5′–
ttaTTActAtgAggaatga-HEX/BHQ-1). In the aforementioned probe sequences, 
locked nucleic acid (LNA) nucleotides are denoted in upper case, DNA nucleo-
tides are denoted in lower case, and the single nucleotide polymorphism (SNP) is 
underlined. The limits of detection for the assay are 50 copies for the H275Y tar-
get and between 10 and 50 copies for the WT target. RT-PCR conditions are avail-
able upon request. Data acquisition was performed in both FAM and HEX filters 
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during the annealing/extension step. Standard curves were constructed using 
10-fold serial dilutions of pJET1.2-NA-Y275 and pJET1.2-NA-H275 plasmids.

Sequencing and analysis RNA isolated from two cultured isolates and seven 
primary specimens collected for Study 1 (Figure A4-1A), and two primary speci-
mens for Study 2 (Figure A4-1B), was subjected to a multisegment RT-PCR 
(M-RT-PCR) step (Zhou et al., 2009) and random priming with barcoding using 
the SISPA (sequence independent single primer amplification) protocol (Djikeng 
et al., 2008). For each RNA sample, we performed two M-RT-PCR reactions 
using the One Step Superscript III RT kit (Invitrogen). Reactions were purified 
independently using the Qiagen MinElute kit and quantitated on a Nanodrop 
spectrophotometer; 100-200 ng of each purified M-RT-PCR reaction was used 
in two separate SISPA reactions with two different barcode tags for a total of 4 
tagged reactions per original RNA sample. Products were then separated on a 1% 
agarose gel and fragments from 200–400bp purified with the Qiagen MinElute 
kit. Pooled samples were sent for paired end (PE) library preparation and 100 
base sequencing on the Illumina Hi-Seq2000 platform.

The barcoded amplification products were sequenced on one lane of the 
sequence run. Analyses were performed to reduce the distortion caused by 
SISPA amplification, account for both PCR and sequencing errors, and provide 
a “clean” comparison between the mapped reads of the experimental samples. 
The trimmed reads were mapped to A/Quebec/144147/2009(H1N1) (GenBank 
accession FN434457-FN434464) using the bowtie short-read aligner (Langmead 
et al., 2009).

The frequency of each codon observed in the set of mapped reads from each 
amplification replicate was tabulated across each of the 10 influenza genes. To ac-
count for sequence-specific errors (Minoche et al., 2011; Nakamura et al., 2011), 
the variant counts for the forward and reverse direction reads were calculated 
separately, and only those variants for which counts were within 50% of each 
other in both directions were retained. For these summaries, the unique reads 
from all amplification replicates were pooled and total coverage is reported for 
each codon site. The proportion of codons expected to differ from the consensus 
due to background mutation and technical error was estimated from a separate 
cell culture of the PR8 strain that was otherwise processed in exactly the same 
manner as the specimens in this study. This proportion, found to be 0.00392, lies 
well outside of the 95% confidence interval for any variant codon in our study 
that is (a) represented by more than 4 sequence reads, and (b) found in at least 
2% of all sequence reads mapped to that position. The lower limit of the 95% 
confidence interval determined by computing the inverse of the appropriate cu-
mulative Beta distribution is 0.00813.
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Results

Presence of Drug-Resistant Viruses Before Drug Treatment in an 
Immunocompromised Child (Study 1)

The results of the NA gene H275Y discriminatory real-time RT-PCR assay 
performed on the seven primary specimens and the two viral isolates (January 
5 and 20) are presented in Table A4-1. In the first NPA collected on January 5 
(day 1), prior to antiviral therapy (initiated January 6), 99.9% of the viral popu-
lation was WT at NA position 275 by our discriminatory assay. Nevertheless, a 
very small sub-population of H275Y mutant was also detectable (0.08%). The 
corresponding viral isolate (05-01-2011—CM2 in Table 1) contained 99.9% of 
WT virus and was susceptible to oseltamivir (IC50=0.77 nM ± 0.02), zanamivir 
(IC50=0.15 nM ± 0.02), and peramivir (IC50=0.05 nM ± 0.01). Notably, the 
H275Y mutation could not be detected by conventional RT-PCR and Sanger 
sequencing in the original sample. A second NPA collected on January 10 (day 
6) also demonstrated a predominance of the WT population (99.8%). However, 
the proportion of the H275Y mutant detected in NPAs collected on January 17, 
20, and 28 increased to 96.9, 95.9, and 83.5%, respectively, during continuous 
oseltamivir treatment. Furthermore, the second passage on Madin Darby ca-
nine kidney (MDCK) cells of the January 20 viral isolate (20-01-2011-CM2 in 
Table A4-1) resulted in 100% H275Y mutant population compared with 95.4% 
from the primary culture recovered from A549 and Mink lung cells. This viral 
isolate exhibited an IC50 value of 556.75 nM ± 61.32 for oseltamivir, 0.22 nM ± 
0.01 for zanamivir, and 34.81 nM ± 5.77 for peramivir, which indicates a resis-
tance phenotype to oseltamivir and peramivir. Antiviral therapy was changed to 
zanamivir on February 1st. The February 8 sample contained a predominance of 
88.5% of H275Y mutant virus, whereas the last NPA collected on February 17 
was negative for A(H1N1)pdm09 by RT-PCR.

A number of the primary specimens (January 5, 10, 17, 20, 28, and February 
8; corresponding to samples 1-6 in Figure A4-1A) for which M-RTPCR product 
could be generated, as well as the viral isolates, were subjected to deep sequenc-
ing to better evaluate the genetic diversity of the viral population, including 
the presence of drug-resistant mutants. Based on the average depth of coverage 
across each of the virus segments, we highlighted codons represented by at least 
2% of the sequence reads covering each position (Table S1). This percentage 
is conservative enough that, even in low-coverage areas, it excludes potential 
sequence and PCR errors.

The positions on the NA and NS1 proteins that display evidence for the 
presence of minor variants at a frequency of 2% or above in more than one of 
the samples are shown in Figure A4-2. Similar patterns are observed for all other 
proteins (Table S1). Over time, the ratios of the minor variants to the dominant 
codon remain relatively stable, except for NA position 275 where a shift of H to 
Y is apparent on 17 January 2011. The ratios are similar to the ones observed in 
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FIGURE A4-2 Longitudinal study of variant codon prevalence across multiple time-
points in an infected immunocompromised child. Ratios of major and minor codons are 
represented at each position where the variant codons appear in more than 2% of the deep 
sequence data reads in at least two of the time-points. Data collection dates are represented 
on the left hand side and each group corresponds to the positions where variant residues 
are observed in the NA and NS1. Codons and single letter amino acid codes are indicated 
below the position number.
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the real-time discriminatory RT-PCR assays for each of the samples tested (Ta-
ble A4-1), although values across both assays are not identical. No other position 
on the NA protein appears to co-vary with the 275Y variant. The same pattern is 
observed in the culture isolates (05-01-2011-CM2 and 20-01-2011-CM1 in Table 
S2). However, position 153 in NS1 displays a similar switch, although involv-
ing a synonymous mutation (from codon GAG to GAA, for E (glutamic acid)). 
Hence, the sample from the original infection contained a drug-associated minor 
variant prior to the onset of drug treatment, and this minor variant differed from 
the dominant strain by only two nucleotide positions. Due to drug-associated se-
lection pressure, this minor variant eventually became dominant in the host. The 
variant codons observed at the other positions are also possibly representative of 
other minor variants in the original virus population but, as they remained minor 
members of the viral population, they are unlikely to have a selective advantage.

Evidence for Transmission of Drug-Resistant Viruses in Household (Study 2)

In a separate study, we observed a similar phenomenon where oseltamivir 
resistance emerged quickly in the household contact (father) of an index case 
(son). Both family members were started on oseltamivir on the same day (Fig-
ure A4-1B) i.e., twice a day treatment for the son and once a day prophylaxis for 
the father. The latter developed influenza-like symptoms 24 hours after drug treat-
ment was begun. Such a rapid clinical presentation suggests that he was already 
infected at the time prophylaxis was initiated, and that drug-resistant viruses were 
most likely already present.

We characterized the genetic diversity of the virus populations in both in-
dividuals by deep sequencing. An example for the HA and NA genes where 
most of the variants seen in the son are also observed in the father is shown in 
Figure A4-3. While the dominant viruses are drug-sensitive in the son and drug-
resistant in the father, apparent by the switch from H275 to 275Y, it is striking 
that a minor population of viruses in the son already carries the drug resistance 
mutation; minor drug resistant variant residue 275Y is present in more than 2.4% 
of the reads in the son (which was not detected by conventional RT-PCR and 
Sanger sequencing). Hence, it is likely that viruses carrying this mutation were 
transmitted to the father along with drug sensitive viruses, and became dominant 
in that individual following selection associated with a subtherapeutic (prophy-
lactic) dose of oseltamivir.

Also of note was that the same minor variants were found in both the father 
and the son at 60 residue positions across all 10 viral proteins (Table S3). We es-
timate that there were 8 days of replication in the father from the time he was pos-
sibly infected by the son (assuming it occurred 24 hours before any symptoms) to 
the time the specimen was collected. Over that time, variant representation could 
have fluctuated such that the set of 60 variants seen in both samples is likely to 
underestimate the true number. While the number of conserved variants points 
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to possible transmission, and the probability that the same variants could appear 
in both the son and the father by chance alone is extremely low, we do not have 
other potential contacts or index cases to test in order to confirm this observation.

Discussion

The most striking observation from both of these studies is that the mutation 
most commonly associated with resistance to oseltamivir (H275Y) is present in 
the viral population of some individuals prior to the onset of drug treatment. In 
addition, this minor drug-resistant population could not be revealed by conven-
tional methods such as phenotypic resistance tests and Sanger sequencing. This 
observation is important for a number of reasons. First, the prior existence of 
Y275 means that the selection for drug resistance will proceed much more rapidly 
following the onset of drug selection pressure than if only wild-type viruses are 
present in the population, as there is no waiting time for the correct mutation to 
appear (Bonhoeffer and Nowak, 1997). Further, that the Y275 mutation is present 
in untreated hosts indicates that this mutation is not strongly deleterious in the 
absence of oseltamivir, and likely does not need compensatory mutations to en-
able its fixation (Hamelin et al., 2010; Memoli et al., 2010; Seibert et al., 2010). 
Indeed, in both cases studied here, we observed no amino acid changes that were 
fixed concordant with Y275, and only a single synonymous mutation (in NS1) in 
the case of the immunocomprised child. In these circumstances, the pre-existence 
of Y275 means that oseltamivir resistance will likely spread rapidly as soon as 
there is drug selection pressure, especially in immunocompromised individuals 
and when suboptimal antiviral dosage is used.

If the Y275 mutation is present in individual hosts prior to the onset of drug 
treatment then it is also likely to have been transmitted between individuals as a 
minor variant. This in turn suggests that there may not often be a severe popu-
lation bottleneck during the inter-host transmission of influenza virus. Indeed, 
mixed infections of multiple variants of influenza virus have been observed in 
both natural human infections (Ghedin et al., 2009; Ghedin et al., 2011; Pajak 
et al., 2011) and experimental animal infections (Murcia et al., 2010; Murcia 
et al., 2012), and hence may be commonplace. Co-infection with major and minor 
variants, captured by deep sequencing, was also observed during the course of hu-
man rhinovirus infections (Cordey et al., 2010), indicating that this phenomenon 
is not unique to influenza. In contrast, sequencing studies of HIV suggest that a 
small number of viral particles initiate infection, such that most variants are pro-
duced following replication within the newly infected host (Keele et al., 2008).

Such transmission of multiple variants is most clearly documented in the 
son-father case, where perhaps 60 mutational variants are passed between these 
two individuals, one of which confers oseltamivir resistance. However, the avail-
ability of only short sequence reads makes it impossible to determine the exact 
number of distinct viral haplotypes these correspond to. In addition, our sampling 
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protocol in the son-father transmission case dictates that we cannot exclude that 
there was rapid selection of oseltamivir resistance in the son after we sampled 
his virus population, such that a majority Y275 population was in fact transmitted 
to the father. However, this would entail extremely rapid selection for resistance 
and does not change the central observation that multiple variants are transmitted 
between hosts as both H275 and Y275 are found in the father.

That the Y275 mutation is present in the son prior to oseltamivir treatment 
and so soon after symptom onset suggests that this resistance mutation was also 
present in the viral population initially transmitted to the son. Similarly, the pres-
ence of Y275 in the immunocomprised child suggests that this mutation may have 
been transmitted to the child in a mixed infection containing both drug-sensitive 
and -resistant mutations, although it cannot be excluded that the variant appeared 
de novo. If Y275 is indeed present in the founding population in both individuals 
then it is possible that this mutation is present as a low frequency variant in many 
individuals infected with A(H1N1)pdm09, and that its presence reflects the com-
bined action of past selection for drug resistance in patients receiving oseltamivir, 
incomplete reversion to the wild-type H275 mutation in patients that are not on 
the drug, and a lack of strongly deleterious fitness effects in the absence of drug. 
The large-scale ultra-deep sequencing of additional A(H1N1)pdm09 patients who 
have not received oseltamivir will clearly be central to answering this question.

Next generation ultra-deep sequencing of intra-host viral populations such as 
that undertaken here promises to transform our understanding of the evolution of 
drug resistance in acute viral infections, allowing the dissection of the mutational 
spectrum at an unprecedented level of precision. Indeed, it is striking that in the 
two cases conventional RT-PCR failed to detect the presence of oseltamivir resis-
tance even though Y275 was present in the viral population. However, despite its 
undoubted potential, ultra-deep sequencing also comes with a number of inherent 
analytical difficulties. First, because the sequencing protocol leads to the genera-
tion of short sequence reads, nucleotide positions cannot be linked either within 
or among individual genes except if they are close enough to appear on the same 
sequence read, or if they have the same pattern of prevalence. More fundamen-
tally, it is critical to ensure that minor genetic variants are not the result of PCR/
sequencing artefacts. Amplification leads to the well-known problem of “PCR 
duplicates,” sometimes resulting in severe distortion to the observed proportions 
of true variant subpopulations and the possible creation of false variant sequences 
through PCR errors. To address these problems, each specimen from our study 
was amplified in four independent reactions using different barcodes, allowing us 
to track amplification products and their respective sequence reads. Future work 
will employ a simpler and more cost-effective approach using modified primers 
that include unique tags for each template (Jabara et al., 2011).
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A5

DESIGN CONSIDERATIONS FOR HOME AND 
HOSPITAL MICROBIOME STUDIES

Daniel P. Smith,14 John C. Alverdy,15 
Jeffrey A. Siegel,16,17 and Jack A. Gilbert14,18

Milestones in Home and Hospital Microbiome Research

The populations of developed nations spend approximately 90 percent of 
their time indoors (Moschandreas, 1981), leading scientists and the public alike 
to take an interest in the microbial communities that share these spaces with 
us. This is especially true in healthcare environments, where hospital-acquired 
infections (HAIs) have long been among the leading causes of patient deaths 
(Anderson and Smith, 2005; Groseclose et al., 2004; Hall-Baker et al., 2010; 
Klevens et al., 2007). The first study of airborne pathogens in a hospital can be 
attributed to Bourdillon and Colebrook, who, in 1946, investigated the concen-
tration of bacteria present in the air of a surgical changing room (Bourdillon 
and Colebrook, 1946). Their findings, and the findings of similar studies pub-
lished over the following two decades, revealed levels of airborne bacteria that 
were cause for concern (Blowers and Wallace, 1960; Colebrook and Cawston, 
1948; Cvjetanović, 1957; Greene et al., 1962a,b; Warner and Glassco, 1963) and 
prompted a rethinking of ventilation designs for hospitals.

The air-sampling techniques developed for hospitals were soon applied to 
other indoor spaces including subway trains (Williams and Hirch, 1950), class-
rooms (Williams et al., 1956), movie theaters (Cvjetanović, 1957), and apart-
ments (Simard et al., 1983). Articles by Finch and colleagues in 1978 and Scott 
and colleagues in 1982 complemented these air-based studies with the first 
characterizations of bacteria living on bathroom and kitchen surfaces (Finch 
et al., 1978; Scott et al., 1982). The larger of the two studies, conducted by Scott 
and colleagues, examined 60 locations in 251 homes, and agreed well with the 
conclusions from an earlier study by Finch and colleagues of 21 homes that the 
dominant species on the studied surfaces were enterobacteria, Pseudomonads, 
micrococci, Bacillus, and Aeromonas hydrophila, with a lower incidence of Sal-
monella, Staphylococcus aureus, and Bacillus cereus.

14  Argonne National Laboratory, Institute for Genomic and Systems Biology, Argonne, IL, USA.
15   Department of Surgery, The University of Chicago Medical Center, Chicago, IL, USA.
16   Department of Civil, Architectural and Environmental Engineering, The University of Texas at 

Austin, Austin, TX, USA.
17   Department of Civil Engineering, The University of Toronto, Toronto, ON, Canada.
18   Department of Ecology and Evolution, The University of Chicago, Chicago, IL, USA.
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Current literature regarding the relationship between the indoor environ-
ment and humans primarily explores the development of fungal contamination 
with damp surfaces (Hyvarinen et al., 2002; Jaffal et al., 1997; Lignell et al., 
2008; Nevalainen and Seuri, 2005), the role of hygiene in removing microbial 
communities (Bright et al., 2009; Grice and Segre, 2011), and the length of time 
microbes can survive on surfaces (Kramer et al., 2006). There have been a num-
ber of studies to explore the microbial diversity of communities associated with 
dust (Pitkäranta et al., 2008; Rintala et al., 2008; Sebastian and Larsson, 2003) 
and air (Huttunen et al., 2008; Tringe et al., 2008). One study that investigated 
temporal succession of microbial communities performed on indoor dust found 
seasonal patterns, and these were building specific, probably as a result of skin 
cells shed from inhabitants within the buildings (Rintala et al., 2008). These exist-
ing studies demonstrate fundamental principles regarding experimental design, 
explicitly regarding the types of environmental conditions that need to be moni-
tored (e.g., surface material, moisture, HVAC system), and the observation that 
the architectural design of an indoor space influences the potential community 
structure and hence human health (Guenther and Vittori, 2008). The influence of 
air ventilation and the number of people in a space must be explored with regard 
to the impact on microbial community structure (Hospodsky et al., 2012; Kembel 
et al., 2012; Qian and Li, 2010; Qian et al., 2012). Additionally, the variability 
associated with body sites (Costello et al., 2009; Fierer et al., 2010; Grice et al., 
2009) will have a major impact on the interpretation of the analyses, because dif-
ferent body sites interact with different surfaces differently. The most diverse skin 
sites are the driest areas and hence are less likely to be transferred to a surface 
with sebaceous exudates. This will affect the time that the microbial community 
maintains structural cohesion with reference to relative abundance of members 
on a surface (Kramer et al., 2006).

Studies of indoor microbiology are highly relevant in today’s age, because 
concern for protecting ourselves from microbial pathogens is ever-present. Stud-
ies in this field do much to put this threat in perspective by identifying incorrect 
preconceptions. For instance, using cleaning products containing the antibacterial 
agent triclosan over the course of a year does not result in an increase in antimi-
crobial drug-resistant bacteria in homes (Aiello et al., 2005; Cole et al., 2003). 
Several research groups have studied the beneficial effect of childhood exposure 
to dirty environments, which is particularly pronounced in the inverse correlation 
between children who live on farms and their reduced likelihood of later devel-
oping asthma and other respiratory problems (Adler et al., 2005; Alfvén et al., 
2006; Klintberg et al., 2001; Leynaert et al., 2001; Merchant et al., 2005; Remes 
et al., 2005; Riedler et al., 2001; Schram et al., 2005). Hospitals have found that 
by opening the windows in patient rooms, the percentage of potentially patho-
genic microbes in the air is significantly reduced (Escombe et al., 2007; Kembel 
et al., 2012). These are just a few examples of a larger trend toward questioning 
the culture of cleanliness, or as its come to be called—the hygiene hypothesis 
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(Bloomfield et al., 2006; Martinez, 2001; Rook, 2009; Rook and Stanford, 1998; 
Yazdanbakhsh and Matricardi, 2004). The study of pathogens in indoor environ-
ments is valuable, but perhaps even more valuable is gaining a better understand-
ing of the competition between pathogenic and non-pathogenic microorganisms 
and how we might shift that balance in our favor.

A New Scientific Community

The expansion of indoor microbiome research from healthcare environments 
into homes and offices has been driven in large part by funding initiatives by 
the Alfred P. Sloan Foundation. This private agency stipulates a high degree of 
collaboration between its grantees and as a result has brought about the develop-
ment of Internet portals designed to enable any indoor microbiome researcher to 
exchange raw data and results with other scientists as well as with reporters and 
the general public. One such nexus, the Microbiology of the Built Environment 
Network website,19 tracks investigators, projects, publications, computational 
resources, protocols, standards, press releases, social media, conferences, and 
workshops relating to indoor microbiology. A community data archive is hosted 
by the Microbiome of the Built Environment Data Analysis Core (MoBEDAC), 
which integrates with data analysis tools including visualization and analysis of 
microbial population structures (VAMPS), quantitative insights into microbial 
ecology (QIIME), meta-genome rapid annotation using system technology (MG-
RAST), and FungiDB (Caporaso et al., 2010; Meyer et al., 2008; Stajich et al., 
2011).

While microBE.net provides general information applicable to a wide range 
of indoor microbiology projects, working groups for specialists in this field have 
also emerged. The Berkeley Indoor Microbial Ecology Research Consortium 
(BIMERC) focuses on identifying the source populations and human influences 
on the microbial components of indoor air. Discovering the mechanisms and 
rates with which microbial communities spread throughout healthcare facilities 
is the goal of the Hospital Microbiome Consortium.20 The Biology and the Built 
Environment Center at the University of Oregon21 has begun training students 
in the investigation of how architecture can influence the structure of indoor 
microbiomes.

Indoor Microbiology Without Culturing?

Early studies of the indoor microbiome relied heavily on culture-based meth-
ods: agar plates were commonly pressed directly against the surface of interest, 

19   http://www.microBE.net.
20   www.hospitalmicrobiome.com.
21   BioBE; http://biobe.uoregon.edu.
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and the resultant colonies were counted and microscopically characterized in or-
der to establish quantitative and taxonomic abundance metrics. However, with the 
introduction of next-generation sequencing technologies, rapid, high-throughput 
characterization of taxonomic marker genes (e.g., 16S/18S rRNA) and whole 
genomic DNA from environmental samples is now financially viable, altering the 
landscape of tools available to the researcher interested in the indoor microbiome.

The Pros and Cons of High-Throughput Sequencing

Since 2007, high-throughput sequencing technologies offered by Illumina, 
Roche, and ABI have enabled researchers to quickly and inexpensively profile 
the relative abundances of taxonomic groups in samples of environmental mi-
crobial communities. This approach to microbial ecology offers three advan-
tages over culture-based methods. First, uncultivable species can be identified, 
thereby providing a more complete characterization of the microbial commu-
nity. Second, organisms can be systematically classified by computer-aided 
alignment of DNA sequences to reference genes and genomes. And lastly, 
this entire process is relatively easily scalable from tens of samples to tens of 
thousands of samples.

Classical culturing, however, still yields important information that cannot 
be attained through high-throughput DNA sequencing of ribosomal genes. Mea-
suring the absolute abundance of colony-forming units is very straightforward 
when working with agar press-plates, but it is a difficult metric to attain from 
nanogram quantities of DNA extracted from environmental samples. Growth of 
colonies on plates also provides concrete evidence that the cell taken from the en-
vironment was viable. In addition, sequencing ribosomal genes does not provide 
information on whether the detected microbial species harbor genetic cassettes 
encoding antibiotic-resistance genes, an important factor in evaluating the patho-
genicity of microorganisms. The ability to retain bacterial colonies for further 
studies is a third advantage of plate-based culturing, allowing one to subject 
any detected species to thorough examination. In light of these considerations, 
a study seeking to characterize both currently uncultivable microorganisms and 
antibiotic-resistant human pathogens would need to draw on both classical and 
next-generation microbial community analysis techniques.

Microarrays for Rapid Identification of Antibiotic Resistance

A new approach to rapidly screening microbial communities for multiple 
antibiotic resistance markers has recently been developed by Taitt et al. (2012). 
Their Antimicrobial Resistance Determinant Microarray chips are designed to 
detect more than 250 resistance genes covering 12 classes of antibiotics and have 
been shown to be compatible with low concentrations of DNA extracted from 
swabs (personal communication). Advances such as this are quickly closing the 
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gap between the high-throughput sequencing technologies and classical culture-
based phenotyping.

TABLE A5-1 Home High-Touch Surfaces and Bacterial Reservoirs

All rooms Light switches, air, dust, floor, rugs, door knobs

Kitchen Countertop, sink, faucet handles, drain, u-pipe, refrigerator handle, refrigerator 
shelves, microwave buttons, dish sponge, drying towels, drying rack

Bathroom Countertop, sink, u-pipes, shower floor, shower curtain, showerhead, shower poufs, 
bar soap, toilet bowl, toilet water, toilet seat, toilet flush handle, hand towels

Bedroom Pillows, sheets

Living room Seats, arm rests, head rests, pillows, blankets, remote controls

Office, etc. Keyboard, mouse, water from water heater, mop head, HVAC filters

Sample and Metadata Collection

The selection of sampling locations and environmental parameters to moni-
tor is fundamental to any microbiome project. Balancing the comprehensiveness 
of an investigation against logistical constraints has led to studies that examine 
highly specific aspects of the indoor microbiome (Hilton and Austin, 2000;  
Kelley et al., 2004; Kembel et al., 2012; Kopperud et al., 2004; Krogulski and 
Szczotko, 2011; Tang, 2009; Wiener-Well et al., 2011). As might be expected, the 
sampling locations that these studies chose are those that humans most come into 
contact with on a daily basis. A list of these locations for homes (Table A5-1) and 
hospitals (Table A5-2) are provided below.

Air

The air within built environments is arguably one of the most important 
mediums to consider when investigating the interaction between humans and the 
indoor microbiome. Air inside of buildings is biologically distinct from outdoor 
air, containing a greater proportion of human-associated microflora shed by its 
occupants (Bouillard et al., 2005; Clark, 2009; Fox et al., 2010; Hospodsky et al., 
2012; Korves et al., 2012; Noble et al., 1976; Noris et al., 2011; Qian et al., 2012; 
Rintala et al., 2008; Täubel et al., 2009). Low air exchange rates and recycling of 
air for conditioning purposes can exacerbate the negative effects of aerosolized 
microorganisms that have effects on human health due to pathogenic, toxic, and/
or allergic properties (D’Amato et al., 2005; Monto, 2002; Peccia et al., 2008; 
Pope et al., 1993).

Airborne particles are commonly collected using one of four methods: settle 
plates, impactors, impingers, and filtration, each of which offer differing advan-
tages and efficiencies (Fahlgren et al., 2010; Griffin et al., 2010; Morrow et al., 
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2012). Settle plates offer a silent and inexpensive option for enumerating colony-
forming units deposited by gravity onto agar petri dishes. Settle plates will pref-
erentially sample larger particles, because they are more likely to be deposited by 
gravitational settling. Impactors increase the rate and control of particle deposi-
tion by accelerating air in an arc relative to the agar surface, utilizing centrifugal 
forces to select for a specific range of particle masses. The same design principle 
is used by impingers, where the deposition media is liquid rather than solid 
state. However, the mechanical stresses introduced by impactors and impingers 
can rupture cellular membranes, thereby reducing culturing viability. Filtration 
of air through a porous membrane is less mechanically stressful to cells, but 
may result in desiccation. Although active samplers—impactors, impingers, and 
filtering devices—offer the added benefit of providing a quantitative accounting 
of the volume of air sampled, the noise generated by the unit’s pump or fan may 
preclude their use in occupied buildings. Filters from central HVAC systems have 
also been used in lieu of portable sampling units (Bonetta et al., 2009; Drudge 
et al., 2011; Farnsworth et al., 2006; Hospodsky et al., 2012; Korves et al., 2012; 
Noris et al., 2009, 2011; Stanley et al., 2008).

TABLE A5-2 Hospital High-Touch Surfaces and Bacterial Reservoirs

Patient area Bed rails, tray table, call boxes, telephone, bedside tables, patient chair,  
IV pole, floor, light switches, glove box, air, air exhaust filter

Patient restroom Sink, faucet handles, inside faucet head, hot tap water, cold tap water, light 
switches, door knob, handrails, toilet seats, flush lever, bed pan cleaning 
equipment, floor, air, air exhaust filter

Additional equipment IV Pump control panel, monitor control panel, monitor touch screen, 
monitor cables, ventilator control panel, blood pressure cuff, janitorial 
equipment

Water Cold tap water, hot tap water, water used to clean floors

Patient Stool sample, nasal swab, hand

Staff Nasal swab, bottom of shoe, dominant hand, cell phone, pager, iPad, 
computer mouse, work phone, shirt cuff, stethoscope

Travel areas Corridor floor, corridor wall, steps, stairwell door knobs, stairwell door 
kick plates, elevator buttons, elevator floor, handrails, air

Lobby Front desk surface, chairs, coffee tables, floor, air

Public restroom Floor, door handles, sink controls, sink bowl, soap dispenser, towel 
dispenser, toilet seats, toilet lever, stall door lock, stall door handle, urinal 
flush lever, air, air exhaust filter

Water

Municipal water supplies have long been known to contain biofilm-forming 
and planktonic microorganisms, including Mycobacterium and Legionella 
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(Angenent, 2005; Boe-Hansen et al., 2002; du Moulin et al., 1988; Embil et al., 
1997; Falkinham et al., 2001; Le Dantec et al., 2002; Lee et al., 1988; Leoni et al., 
1999, 2001; Thomas et al., 2006; Vaerewijck et al., 2001, 2005). Tap water there-
fore may be an important source of microbes in built environments. Cell counts 
can be attained visually by microscopy using non-specific DNA stains such as 
SYBR Gold, or in an automated fashion with flow cytometry. Both methods can 
be adapted to fluorescent in situ hybridization (FISH) analysis, in which taxon-
specific fluorescent probes replace or complement non-specific DNA stains. The 
particle size of aggregated cells can also be used to determine if cells are biofilm-
originating or planktonic. Because biofilms may form on faucet heads, sampling 
strategies may opt to collect water samples as soon as water begins flowing from 
the tap (to favor collection of the tap’s biofilms) and/or wait until water has been 
flowing through the tap for several minutes (to measure systemic contaminants). 
Collection of both hot and cold tap water samples is crucial, because the differ-
ent water temperatures can have an effect on the microorganisms that are able to 
persist in these water systems.

External Factors Influencing the Indoor Microbiome

Microbial community structure is highly habitat dependent. Therefore, the 
collection of metadata is fundamental to any project seeking to characterize 
the microbial community composition and structure. For constantly fluctuating 
parameters such as temperature, relative humidity, and brightness, one might 
consider recording not only the value at the time of sampling, but also the 
recent highs, lows, and averages for the sampled location. Table A5-3 lists pa-
rameters that may have an influence on microbial populations and communi-
ties. 

TABLE A5-3 Environmental Parameters

Building Room Surface

Latitude, longitude, altitude
Foundation type
HVAC sterility
Surrounding flora
Construction materials

Window closed vs. open
Window direction (N, S, E, W)
Light bulb type
Hours per day occupied
Barefoot vs. shoe traffic
Exposure to pets, vermin, etc.
Plants or water features
Number of occupants
Connections to other rooms
Air temperature
Relative humidity
Percentage recirculated air
Air exchange rate

Material (carpet, granite, etc.)
Water activity
Time since last cleaning
Type of cleaning
Light exposure
Surface temperature
History of moisture events
Occupant proximity and 
interaction

Many of these factors, such as temperature and humidity, are constantly 
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changing, therefore measuring these variables continuously in order to observe 
maximums, minimums, and averages can be useful in generating a comprehen-
sive site analysis.

To facilitate the adoption of a consistent metadata ontology for these types 
of measurements, a Minimum Information about any Sequence (MIxS) standard 
specific to the built environment (MIxS-BE) was presented to the Genomics 
Standards Consortium (GSC) on March 7, 2012 (Gilbert et al., 2012). At the 
time of this writing, the MIxS-BE standard is available as a working draft on the 
Microbiology of the Built Environment website (microBE.net) in order to solicit 
feedback and provide direction to early adopters. The MIxS GSC standards have 
been integral to generating comparable results among different research centers, 
with the existing GSC standards for genomics (MIGS), metagenomics (MIMS), 
and genetic markers (MIMARKS) (Field et al., 2008; Kottmann et al., 2008; 
Yilmaz et al., 2011) having enabled tens of thousands of environmental samples 
from dozens of laboratories and hundreds of geographic locations to be included 
in the Earth Microbiome Project (Gilbert et al., 2010a,b, 2011).

Automated Monitoring

Many of the parameters in Table A5-3 can be automatically measured and 
recorded at regular intervals by specialized data loggers designed for this purpose. 
Temperature and humidity monitors are relatively inexpensive, whereas devices 
for assessing air exchange rate, fraction of recirculated air, HVAC system flows, 
and occupancy and activities to a high level of precision can be a significant por-
tion of a research budget and can require substantial post-processing. In selecting 
monitoring equipment, it is also important to consider the options of using battery 
versus electrical outlet power, and whether to store data locally on memory cards 
versus transmitting readings off site. In hospital settings, it is often necessary to 
obtain permission from technical administrators before installing wireless trans-
mitters, because such devices may interfere with sensitive medical equipment.

Personnel- and asset-tracking infrastructure can also be of immense value to 
a study of microbial communities in an environment where human movement is 
hypothesized to be a driving factor in the introduction of new microbial species 
to surfaces and airborne particles. Through a combination of uniquely identifi-
able radio-frequency identification (RFID) tags worn by hospital occupants and 
RFID sensors placed throughout the building, this system is able to continuously 
monitor the location of personnel, thereby providing time-stamped information 
on person-to-person and person-to-room interactions. From this data, one can 
examine the connection between movement of staff between rooms and the 
movement of bacterial populations between rooms. Furthermore, by combining 
the observed number of occupants per room with the air exchange rate, it is pos-
sible to estimate the CO2 and airborne microbe concentrations at each point in 
time. RFID systems are commonly used to track equipment and can therefore 
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also provide information regarding which equipment is shared among patients, 
such as IVs and dialysis machines. These data enable researchers to observe not 
only microbial communities over time, but also the influence of human interac-
tion with those communities.

Seasonal changes in outdoor humidity and temperature have previously been 
found to influence the composition of microbial communities in indoor environ-
ments (Augustowska and Dutkiewicz, 2006; Eber et al., 2011; Kaarakainen et al., 
2009; Park et al., 2000; Pitkäranta et al., 2008; Rintala et al., 2008, 2012; Yamada, 
2007). Therefore, the recording of meteorological conditions is an important 
aspect of indoor microbiome studies. This can be accomplished by retrieving 
publicly available National Oceanic and Atmospheric Administration records 
through the National Climatic Data Center website at www.ncdc.noaa.gov. This 
collection offers hourly measurements from a network of temperature, humid-
ity, pressure, wind velocity, and precipitation sensors gathered from automated 
weather monitoring stations throughout the United States.

Special Considerations

Effect of Cleaning

Cleaning practices in indoor environments are inherently designed to affect 
the resident microbiota; therefore, it is important to take note of the strategies 
used to disinfect the environments under study and the time-points at which 
cleaning regimens were conducted. In previous studies, the effects of cleaning 
were found to be highly dependent upon the cleaning products used (Barker et al., 
2004; Exner et al., 2004; Josephson et al., 1997; Marshall et al., 2012; Rusin et 
al., 1998; Rutala et al., 2000; Scott et al., 1984): antimicrobial agents, bleach, 
ethanol, peroxide, and Lysol were much more effective at sterilizing a surface 
than surfactants, detergents, vinegar, ammonia, or baking soda. Although there 
has been speculation that households using antimicrobial cleaning products may 
select for antibiotic-resistant bacteria, randomized studies investigating this hy-
pothesis did not observe differences in bacterial population structure or antibiotic 
resistance in response to antimicrobial cleaning products (Aiello et al., 2005; 
Cole et al., 2003).

Healthcare Facility Sampling

Prior studies have identified numerous hospital-associated pathogens (HAPs) 
as well as routes of transmission between patients, staff, equipment, surfaces, 
and recycled air. HAPs that are of particular relevance are coagulase-negative 
staphylococci, Staphylococcus aureus, Enterococcus species, Candida species, 
Escherichia coli, Pseudomonas aeruginosa, Klebsiella pneumoniae, Enterobac-
ter species, Acinetobacter baumannii, and Klebsiella oxytoca, which have been 
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previously found to collectively account for 84 percent of HAIs over a 21-month 
period in 463 hospitals (Hidron et al., 2008). These bacteria have been found on 
physician’s and nursing staff’s clothing (Babb et al., 1983; Biljan et al., 1993; 
Loh et al., 2000; Lopez et al., 2009; Perry et al., 2001; Snyder et al., 2008; 
Treakle et al., 2009; Wiener-Well et al., 2011; Wong et al., 1991; Zachary et al., 
2001), cell phones (Akinyemi et al., 2009; Brady et al., 2006, 2009; Datta et al., 
2009; Hassoun et al., 2004; Kilic et al., 2009; Ulger et al., 2009), stethoscopes 
(Marinella et al., 1997; Zachary et al., 2001), computer keyboards (Bures et 
al., 2000; Doğan et al., 2008), faucet handles (Bures et al., 2000), telemetry 
leads (Safdar et al., 2012), electronic thermometers (Livornese et al., 1992), 
blood-pressure cuffs (Myers, 1978), X-ray cassettes (Kim et al., 2012), gels 
for ultrasound probes (Schabrun et al., 2006), and in the air of patient rooms 
(Berardi and Leoni, 1993; Fleischer, 2006; Genet et al., 2011; Huang et al., 2006; 
Sudharsanam et al., 2008).

Patient microflora are one of the most significant drivers of microbial ecol-
ogy within a hospital room (Bhalla et al., 2004; Drees et al., 2008b). Microorgan-
isms are readily transferred from patients to hospital staff (Bhalla et al., 2004) and 
to the next occupant of the room after it has been cleaned (Drees et al., 2008a; 
Huang et al., 2006). Human traffic that enters and leaves multi-specialty medical 
centers includes patients with active diseases and infections as well as healthy 
patients undergoing invasive medical and surgical procedures. The inherent risk 
of cross-contamination from interactions between healthcare workers, patients, 
and their families presents a major obstacle to protecting patient health using 
only the practices of isolation and containment. Several studies have found that 
regular washing of patients’ skin with the bactericide chlorhexidine can reduce 
the likelihood of the patient acquiring a nosocomial antibiotic-resistant infection 
(Bleasdale, 2007; Climo et al., 2009; Kassakian et al., 2011; O’Horo et al., 2012; 
Paulson, 1993; Popovich et al., 2010; Vernon et al., 2006). Diagnostic testing 
performed by hospital laboratories in the course of patient treatment produces 
a detailed accounting of specific patient-associated microorganisms that, with 
institutional review board approval, can be included in study metadata to identify 
point sources of microbial populations within the larger hospital environment 
under observation.

Characterization of the Microbial Community

Ribosomal RNA sequencing is a common method to identify the microbial 
community structure in environmental samples. This approach involves PCR am-
plifying a variable region of the 16S (bacterial), 18S (eukaryotic), or ITS (fungal) 
rRNA gene using multifunctional DNA oligos that contain not only a comple-
mentary nucleotide sequence for priming the PCR reaction, but also a multiplex 
barcode for marking amplified sequences with a unique sample-specific DNA 
sequence and 5′ region encoding base pairs needed by the sequence technology. 
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The amplified, barcoded sequences from multiple samples are pooled together 
in equimolar concentrations for sequencing and then demultiplexed with com-
puter algorithms based on their barcode sequence. Several software suites are 
freely available for processing high-throughput sequencing data including QIIME 
(Caporaso et al., 2010), MG-RAST (Meyer et al., 2008), mother (Schloss et al., 
2009), Galaxy (Goecks et al., 2010), HUMAnN (Abubucker et al., 2012), and 
MEGAN (Huson et al., 2011).

The influence of environmental parameters on microbial populations can be 
quantified using multivariate non-parametric algorithms (e.g., principal coordi-
nate analysis, principal component analysis, non-metric multidimensional scal-
ing) for community composition and univariate analysis of variance (ANOVA) 
tests for diversity measures. These statistical tools calculate the percentages of 
variation that can be explained by individual parameters such as treatment, tem-
perature, building material, adjacent microbiome, and any other environmental 
characteristic measured in concert with sample collections. Multivariate-crossed 
analyses are particularly useful in determining if specific combinations of envi-
ronmental parameters (interactions) have a synergistic effect on population struc-
ture or composition. Univariate tests of diversity indices use higher-way ANOVA 
and are calculated with distribution-free, permutation-based (PERMANOVA) 
routines (Anderson, 2001). Additionally, following taxonomic characterization 
of the communities, using the QIIME pipeline (Caporaso et al., 2010), and pro-
duction of an abundance matrix of operational taxonomic units against experi-
mental condition, community similarity between samples can be represented by 
calculating a Bray-Curtis similarity matrix and UniFrac distances (Lozupone and 
Knight, 2005). Non-metric multidimensional scaling can be used to visualize the 
relationship between the experimental factors and formally tested using a combi-
nation of permutation-based PERMANOVA and fully non-parametric ANOSIM 
tests (Clarke, 1993). The QIIME, MoBEDAC, and VAMPS web servers calculate 
these metrics as well as facilitate the public release of such data sets. State-of-
the-art artificial neural network software developed Larsen and colleagues can be 
employed to generate models for predicting the development of microbial com-
munities based on the bacterial abundances observed in the study (Larsen et al., 
2012). Source-tracking algorithms developed by Knights and colleagues identi-
fies transference of communities from one sampling site to another (Knights et 
al., 2011). Taken together, these analyses provide insights into the driving factors 
behind microbial community development.

In addition to examining the relationships between microbial community 
structure and environmental variables, it is often desirable to compare popula-
tion structures directly to one another. Such metrics include the diversity of spe-
cies in a sample (alpha diversity) and the closely related measures of richness 
and evenness that describe the quantity of species and the range of population 
sizes (Whittaker, 1960, 1972). Beta diversity takes into account the average al-
pha diversity and the combined diversity of species across all samples (gamma 
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diversity) to evaluate the presence or absence of a core microbiome commonly 
shared across a significant subset of samples. This is particularly relevant in the 
study of disease-causing microorganisms, where it is important to differentiate 
between systemic populations of opportunistic pathogens that become disease-
causing under specific conditions and microbes that are only associated with 
infections.

When describing the presence of potentially pathogenic microorganisms 
discovered in surveys of ribosomal sequences, care should be taken to place these 
results in context. Taxonomic assignment of reads is reliant on reference data-
bases that contain a disproportionate number of sequences from disease-causing 
microbes, leading many novel operational taxonomic units to phylogenetically 
ordinate closest to a pathogen with which they may or may not share specific 
infectivity characteristics. The RDP Classifier (Wang et al., 2007) used in QIIME 
(Caporaso et al., 2010) and other taxonomic assignment software partially allevi-
ates this issue by providing a confidence score for the assignment of a read into 
each taxonomic level—domain, kingdom, phylum, class, order, family, genus, 
and species. However, even correct species-level assignments fail to provide 
information on the presence or absence of genetic elements that are responsible 
for many pathogenic and antibiotic-resistant phenotypes.
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SEQUENCING ERRORS, DIVERSITY ESTIMATES 
AND THE RARE BIOSPHERE

Susan M. Huse,22 David B. Mark Welch, and Mitchell L. Sogin

Introduction

Our understanding of microbial communities is in a time of rapid change. 
The application of polymerase chain reaction (PCR), cloning, and DNA sequenc-
ing to microbial diversity research has rapidly expanded our appreciation of the 
extent of the microbial world. In particular, analysis of PCR amplicons from 
various regions of the small subunit ribosomal RNA (SSU rRNA or 16S) gene 
generated from culture-independent samples is now the accepted standard for 
cataloguing microbial communities. As sequencing technologies improved, it be-
came feasible to assess community membership from more than 1,000 individual 
SSU rRNA amplicons. With the advent of next-generation sequencing (NGS) 
that did not require the cloning of individual amplicons, researchers transitioned 
from generating thousands of ~800–1,100 nt reads to hundreds of thousands of 
100–500 nt sequencing reads (454 technology). Illumina technology can now 

22   Brown University.
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produce millions of 100 nt reads from hundreds of samples in a single run, po-
tentially providing a nearly exhaustive survey of microbes present in a sample.

While the NGS technologies provide deeper sampling, the trade-off for depth 
has been shorter read lengths. The ~800–1,100 nt reads produced by the late 
1990s using Sanger sequencing on ABI or LICOR platforms could be used to 
reconstruct the entire SSU rRNA gene through multiple sequencing of the same 
clone. To make use of the shorter reads produced by NGS technology, Sogin et al. 
capitalized on the structure of the SSU rRNA gene. The gene includes a series of 
regions that are highly conserved across the bacterial domain, interspersed with 
a series of nine hypervariable regions. This structure lends itself conveniently to 
NGS because oligonucleotide primers that target conserved regions on either side 
of the hypervariable regions can amplify DNA from across the bacterial domain. 
The more rapidly evolving hypervariable regions in contrast are unique for most 
microbial genera and in many cases can differentiate below the genus level. Sogin 
et al. used primers to conserved flanking regions to amplify the V6 hypervari-
able region, which at 60–80 nt in length could reliably be completely sequenced 
on a 454 GS20. As with conventionally sequenced clone libraries, each read in 
principle represents an SSU rRNA operon and is a proxy for a microbe from the 
sample. By comparing the hypervariable region sequences against databases of 
SSU rRNA gene sequences from known taxonomy, such as RDP (Wang et al., 
2007), SILVA (Pruesse et al., 2007), or Greengenes (DeSantis et al., 2006), the 
reads become tags for cataloging the taxonomy of the community being studied.

As the technology for microbial community research has evolved, so has our 
understanding of the communities we study. In the first published study imple-
menting NGS in environmental samples, Sogin et al. (2006) examined several 
marine environments and discovered a richness and diversity in microbial com-
munity structures previously unknown. Each community exhibited a relatively 
small number of highly abundant taxa and a large number of low abundance 
taxa, a pattern often described as a long-tail distribution (Figure A6-1). Because 
of the unevenness of this community structure, previous studies using hundreds 
or thousands of sequencing reads were able to identify only the most abundant 
members and a small fraction of the taxa in the long tail. The greater sequenc-
ing depth of NGS methods revealed the breadth of the low abundance taxa—the 
“rare biosphere.”

Impact of Sequencing Errors and Clustering Methods

As NGS provided a means to explore ever deeper into microbial com-
munity structures, the gap between the number of named species and the num-
ber of sequence phylotypes increased. Unfortunately, the short read lengths of 
NGS technology, especially when applied to hypervariable regions with few 
stable phylogenetically informative positions, are poorly suited for the traditional 
phylogenetic analyses required for registering new taxa. Researchers turned to 
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taxonomic-independent sequence clustering methods for characterizing microbial 
communities. By assuming that very similar sequences represent closely related 
organisms, and that more divergent sequences represent more distantly related 
organisms, the sequences can be clustered into groups of similar organisms, each 
cluster or “operational taxonomic unit” (OTU) presumed to represent a phylotype 
(Schloss and Handelsman, 2005). The width of the clustering, meaning the per-
cent identity threshold for sequence tags to be placed in the same OTU, represents 
the similarity of the microbes in each OTU.

A critical element in taxonomy-independent analyses of diversity is sequenc-
ing error. Random errors can be tolerated in an assembly project where the goal 
is a consensus sequence. In OTU clustering, however, each read is assumed to 
represent an individual organism, and if a read has sufficient errors, then it will 
not cluster with its template, instead forming a new, spurious OTU. Thus, if not 
filtered out or unaccounted for, sequencing error can lead to inflation in the num-
ber of OTUs attributed to a community.

To address the issue of sequence quality, several authors developed quality 
filtering (Huse et al., 2007) and data de-noising (Quince et al., 2009) techniques 
for processing raw 454 sequencing reads to reduce sequencing errors and thereby 
reduce OTU inflation. In 2009, in a paper titled Wrinkles in the Rare Biosphere, 
Kunin et al. (2010) highlighted the impact of error rates on OTU analyses by 
sequencing a single strain of E. coli and generating more than 600 OTUs. Reeder 
and Knight followed this with a “News and Views” piece: The ‘rare biosphere’: A 
reality check (Reeder and Knight, 2009). The combination of these two publica-
tions spotlighted the very real concerns about the impact of sequencing error on 
microbial community diversity estimates. They posed a critical question: Is the 
rare biosphere real or simply an artifact of sequencing errors?

Even with very high-quality sequencing and stringent quality filtering, the 
depth of sampling afforded by NGS technology leads to more absolute OTU 
inflation than the earlier Sanger sequencing. This is for two reasons: First, when 
processing data from sequencing hundreds to thousands of Sanger capillary reads, 
individual chromatograms are often read by hand and confirmed by forward 
and reverse reads resulting in very high-quality sequence assemblies. While it 
is in principle possible to develop a similar skill reading 454 flowgrams, it is 
not conceivable to hand-edit hundreds of thousands of reads. In this regard it is 
worth noting that the generally accepted error rate in automated high-throughput 
capillary sequencing is 1 percent (i.e., an average Phred score of 20). The second 
reason is that the sheer number of reads produced by NGS will result in more 
spurious OTUs even if the error rate is much lower. Most OTU clustering methods 
are based only on the percent identity between sequences. If a read has sufficient 
errors that the difference between it and its template is greater than the clustering 
threshold, the clustering algorithm will place it in a new OTU. If a sequencing 
error rate leads to 1 read per thousand that fails to cluster with its template, a 
traditional clone library Sanger project with 1,000 reads will have, on average, 
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one spurious OTU. With NGS, with the same error rate, a data set of 100,000 
reads will have, on average, 100 spurious OTUs. In practice, quality-controlled 
NGS reads tend to have a lower overall error rate (Schloss et al., 2011) than 
automated ABI capillary sequencing. So while, the relative rate of OTU inflation 
per read may have dropped with NGS, the absolute number of spurious OTUs has 
increased considerably because of dramatically increased depths of sequencing.

As it turns out, though, much of the OTU inflation observed in NGS projects 
was not due to sequencing errors. Ironing out the Wrinkles in the Rare Biosphere 
(Huse et al., 2010) demonstrated that the most commonly used method for OTU 
generation dramatically compounded the problem of sequencing error. Follow-
ing on the Kunin technique, Huse et al. clustered DNA amplified from a single 
E. coli gene, and using only sequences with an error rate below the clustering 
threshold, showed that switching from a single multiple sequence (MS) alignment 
to multiple pairwise (PW) alignments, and from complete linkage (CL) clustering 
to average linkage (AL) clustering reduced the OTU inflation from 599 OTUs to 
24. They introduced a single-linkage preclustering (SLP) to smooth errors prior 
to clustering. Using SLP-PWAL for clustering brought the OTU count to 1.

The effect of reads with more errors than the clustering threshold still needs 
to be taken into consideration. With established, simple sequence quality filter-
ing, SLP clustering of reads generated on the Roche Genome Sequencer FLX 
platform from amplicons of the V6 SSU rRNA hypervariable region, errant reads 
produce spurious singleton OTUs at a rate of ~1 spurious OTU per 1,000 reads. 
When applied to analysis of control communities of limited diversity this rate 
can sound alarming. Processing 50,000 reads of a control community with 40 
known members would generate 40 + 50,000/1,000 = 90 OTUs. However it is 
important to recognize that the number of spurious OTUs produced scales with 
the sequencing depth, not the complexity of the community. If a biological com-
munity sampled to a depth of 50,000 reads were to have 1,000 observed OTUs, 
then 50 of these would be due to sequencing error. As shown in Table A6-1, al-
gorithm choice has a much greater effect on OTU inflation than sequencing error.

As NGS technologies produce longer reads (> 500 nt with Roche/454 and 
300 nt with the Illumina MiSeq at the time of writing) the same error rate results 
in fewer errant reads generating new OTUs, because more errors per read are 
required for a sequence to fail to cluster with its template. Instead, a second type 
of error becomes of increasing importance: chimeric sequences from two or more 
templates during amplification. Chimeras are generated when a template is in-
completely replicated during the elongation step of PCR. This truncated sequence 
can hybridize to other targets in subsequent PCR cycles and act as a primer, 
generating a single sequence from multiple templates. The frequency of chimeras 
scales with SSU rRNA amplicon length (Huber et al., 2009). The amplification 
of sample DNA is largely independent of sequencing platform (though the effect 
of platform-specific primer adapters has not been thoroughly explored) and sev-
eral modifications of standard PCR result in reduced chimera formation (Acinas 
et al., 2004; Lahr and Katz, 2009; Qiu et al., 2001). However, chimeras remain 
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in most heterogeneous amplicon pools. Several methods have been developed for 
identifying and removing chimeric reads. Haas et al. (2011) developed Chimera 
Slayer to remove chimeras by comparing each sequence read against a curated 
database of non-chimeric, SSU rRNA genes. Quince et al. (2011) and Edgar et al. 
(2011) have developed chimera checkers (Perseus and UChime, respectively) 
using reference comparison, but optimized for shorter NGS reads. UChime also 
performs a de novo check by comparing triplets of reads in a data set to see if 
any reads appear to be a combination of two other reads from the same amplicon 
pool. Because chimeras have large sections of sequence substitutions, we can 
conservatively presume that each unique chimera will likely create a new OTU 
during clustering. Chimera checking, therefore, is just as important for improving 
OTU richness estimates as basic sequence quality filtering.

TABLE A6-1 OTU Inflation Due to Clustering Algorithm and Sequencing 
Error

Sample
Number 
of Reads

MS-CL 
OTUs

SLP-PWAL 
OTUs

Estimated 
Spurious 
OTUs

Estimated 
Sequencing 
Inflation

Estimated 
Algorithm 
Inflation

Deep-sea vent Archaea 63,133 709 470 63 15% 59%

English Channel 12,851 1,154 859 13 1.5% 35%

Human gut 15,239 803 566 15 2.7% 43%

Sewage 33,082 2,383 1,831 33 1.8% 31%

North Atlantic deep 
water

15,497 1,713 1,339 15 1.1% 28%

NOTE: OTUs found using multiple sequence alignment + complete linkage (MS-CL) and single 
linkage preclustering followed by pairwise average linkage (SLP-PWAL) in four example V6 data 
sets sequenced using a 454 GSFLX. The number of spurious SLP-PWAL OTUs is estimated to be 
1 for every 1,000 sequence reads. The number of true OTUs is estimated to be the number of SLP-
PWAL OTUs minus the estimated spurious OTUs. The estimated sequencing inflation is the ratio of 
estimated spurious OTUs to the number of estimated true OTUs. The estimated algorithm inflation is 
the ratio of the number of OTUs generated using MS-CL minus the number of spurious OTUs due to 
sequencing to the number of estimated true OTUs.
SOURCE: Adapted from Table 1 in Huse et al. (2010).

Sequencing and Clustering Best Practices

DNA Amplification

Given the known limitations of both NGS technologies and of clustering 
methods, it is particularly important to exercise best practices in both generation 
and use of NGS data. The first way to reduce the impact of sequencing errors on 
microbial ecology investigations is to reduce the rates of base incorporation er-
rors and chimera formation in the DNA amplification step. This includes the use 
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of a high-fidelity polymerase such as Platinum Taq, reducing contaminants that 
interfere with polymerase processivity or proofreading, minimizing the number 
of PCR cycles, and optimizing the amount of input DNA (Acinas et al., 2004; 
Lahr and Katz, 2009; Qiu et al., 2001). Technical replicates of the amplification 
step facilitate discrimination of novel sequences from high-frequency errors or 
chimeras.

Quality Filtering

Several authors have provided extensive analyses of quality filtering methods 
for both 454 and Illumina sequencing technologies (Huse et al., 2007; Meacham 
et al., 2011; Minoche et al., 2011; Quince et al., 2011; Schloss et al., 2011). In 
brief, removing reads with ambiguous bases (Ns), with low-quality scores, that 
are truncated, and that have known mismatches in the primer region are com-
putationally simple means of decreasing the error rate several-fold. More com-
putationally intensive algorithms such as AmpliconNoise (Quince et al., 2011) 
(implemented either directly or as implemented in QIIME [Caporaso et al., 2010] 
or mothur [Schloss et al., 2009]) can be used as the first step for quality filter-
ing pyrosequencing data. Illumina paired-end technology allows another, more 
traditional approach to quality filtering: each amplicon is sequenced in both direc-
tions, so if the amplicon length is less than twice the read length, overlap of the 
complementary sequences can be used to assess accuracy (Bartram et al., 2011; 
Gloor et al., 2010). If the two reads overlap completely, meaning the amplicon 
length is less than or equal to the read length, requiring no mismatches could lead 
to data sets with little or no sequencing error, although systematic errors that are 
the same in both directions, could still exist.

Sequence quality filtering should be followed by chimera checking. Using 
a reference database for chimera detection is the standard method for identify-
ing and removing chimeras and is very effective. Unfortunately, sequencing of 
novel environments is fast outstripping curated database growth, and novel genes 
that are parents of chimeras will be missed by reference comparison methods. A 
combination of both reference comparison and de novo chimera checking should 
always be used.

Smoothing Imperfect Data by Aggregation

Even with the best quality filtering and chimera checking, sequencing data 
will still contain reads with base incorporation and base calling errors, chimeric 
reads, reads from contaminating DNA, and reads from amplification of non-target 
areas of sample DNA. The methods chosen for downstream analysis of the data 
will determine the degree of impact these errors will have on research results.

Assigning reads to their closest match in a database of sequences annotated 
with defined taxonomy is a simple, straightforward way to minimize the impact 
of small sequence differences, segregate chimeras, identify contaminants, and 
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eliminate reads from non-target amplification. For instance, many of the refer-
ence SSU rRNA databases provide taxonomy primarily to the genus level. While 
this may not be sufficient resolution for some analyses, the use of genus-level 
taxonomy for analysis will assign similar sequences to the same genus, so that 
sequences with even a moderate number of errors are likely to still be classified 
together with their template. Chimeras of sequences within the same genus will 
remain in that genus, and chimeras of sequences from different genera within a 
family will tend to not be classified at the genus level; these cross-genera chime-
ras will aggregate as sequences classified to the family level but no further. The 
presence of unexpected genera, such as Ralstonia in deep-sea sediment samples, 
can indicate contamination.

Routinely assigning taxonomy to all sequence reads has the additional ad-
vantage of quickly identifying non-target reads. Occasionally, the SSU rRNA 
primers can amplify DNA from a section of the genome other than the SSU rRNA 
gene. The resulting amplicons will be quite divergent from any 16S reference 
gene. Finally, PCR primers designed to be specific for domains or other groups 
often amplify the rRNA SSU gene from a subset of species outside that group, 
generally in a non-quantitative manner. Reads that map to taxa outside the group 
to which the primers were designed can easily be eliminated from downstream 
analyses.

The other common way to aggregate similar sequences is to cluster them 
into OTUs based on percent similarity, as described previously. This is often done 
after assigning taxonomy to reads so that reads from non-template amplicons or 
from taxonomic groups outside the target range of the primers can be eliminated. 
Clustering reads based on a similarity score of 97 percent has become a com-
mon way of approximating “species” or phylotype in the absence of taxonomic 
resolution. However, it is important to note that different algorithms create very 
different 97 percent OTUs, and some of these methods lead to OTU inflation, 
as discussed previously. Among those that do not inflate OTU counts are SLP-
PWAL clustering, which uses a nearest-neighbor approach to link sequences 
likely to be derived from base incorporation error with average neighbor link-
age to form OTUs, and methods known as greedy clustering algorithms. One 
of the more popular of these is UClust (Edgar, 2010). Briefly, the UClust ranks 
sequences in order of abundance and seeds the first OTU with the most abun-
dant sequence. The next sequence is compared to the first, and if it is within the 
clustering threshold then it is added to the OTU, if not then it becomes the seed 
of a second OTU. Each sequence is compared to the OTU seeds, in order, until 
all reads have been assigned to an existing OTU or used to create a new OTU.

Diversity in an Imperfect World

Ecologists measure the diversity of a microbial community in a variety of 
ways. Richness is the number of different members (OTUs, species, genera, 
phylotypes, etc.) in a community. Evenness describes the distribution of relative 
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abundances of the members, whether they have similar abundances or are skewed 
with some highly abundant and others rare. A community’s diversity combines 
richness and evenness (although richness is often called diversity as well). The 
richness of a single community is often referred to as alpha diversity. The degree 
of similarity or difference between two or more communities in richness or even-
ness is beta diversity. One important conceptual difference between these two 
measures is that alpha diversity is nearly always used to designate an estimate of 
the true richness of the community from which a data sample was taken, while 
beta diversity is generally a metric describing the similarity between the observed 
richness or evenness of two samples (though there are methods for estimating 
community similarity from sample data [Chao, 2004], they are rarely used in 
molecular microbial ecology).

Algorithms used to calculate diversity differ in the stability of their results 
in the presence of residual sequencing errors and chimeras (as reflected in OTU 
inflation) and in the depth of sampling. Estimates of sample richness (alpha diver-
sity) are particularly susceptible to the impacts of both. Rarefaction curves, while 
not true estimators of alpha diversity, are often used to illustrate the relationship 
between the observed number of community members (i.e., OTUs) and sam-
pling depth. The number of OTUs observed for a range of subsampling sizes are 
plotted against the average number of OTUs observed for each subsample size, 
describing the number of new members discovered for an incremental increase 
in sampling effort. With very small subsamples, small increases in sampling 
depth lead to the discovery of many new members. As sampling depth increases, 
the number of new members found decreases and begins to asymptote as the 
sampling depth provides a more complete picture of the underlying community. 
If OTUs are created using a clustering method that inflates with sampling depth, 
the rarefaction curves cannot reach an asymptote and instead will increase lin-
early as a direct function of sampling depth. Superimposing multiple rarefaction 
curves from complete-linkage OTUs demonstrates the dependence of the slope 
of the rarefaction curve on the sample depth (Figure A6-2, Panel A). Rarefaction 
curves based on depth-independent OTUs (e.g., SLP-PWAL or UClust) have es-
sentially identical slopes for sample depths ranging over two orders of magnitude 
(Figure A6-2, Panel B).

Some nonparametric methods of estimating alpha diversity remain sensitive 
to sampling depth independent of OTU inflation or other forms of error. Two 
of the most common estimators, ACE (Chao and Lee, 1992) and Chao1 (Chao, 
1984), are well known to underestimate richness when used for populations 
where many of the members are “unseen” in the sample, and are more accurately 
considered lower bounds rather than true estimates. In other words, they do not 
perform well when a community is drastically undersampled, as is the case for 
most samples of microbial communities. Panel A of Figure A6-3 illustrates the 
impact of both sampling depth and clustering method on the estimated richness 
for a human gut microbiome sample. With increasing depth, the sample more 
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FIGURE A6-2 Panel A, Rarefaction curve for OTUs generated from Human Microbi-
ome Project stool samples using the V3-V5 region. We subsampled the 50,000 reads into 
smaller samples ranging from 1,000 to the full 50,000 and then performed complete link-
age clustering independently for each sample size. A rarefaction curve shows the average 
number of OTUs (y) found for a given number of sequences (x) in the clustering set. The 
larger the sample size in the clustering, the most OTUs found for a given number of se-
quences, demonstrating that the complete linkage algorithm is depth dependent. Panel B, 
Rarefaction curves for OTUs generated by average linkage clustering. The curves overlap 
or decrease negligibly, demonstrating the depth independence of the average linkage 
algorithm.

A

A

B

B
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FIGURE A6-3 Panel A, We calculated alpha diversity (richness) using both ACE and 
Chao estimators with clusters based on complete linkage and average linkage algorithms. 
Chao values are consistently smaller than ACE values, and SLP-PWAL are lower than 
complete linkage. All Chao values for sampling depths from 20,000 to 40,000 are within 
the error bars for all of those estimates, demonstrating a stability in the estimate for this 
data set with subsamples of 20,000 or more. We recalculated the Chao values for SLP-
PWAL clusters adjusting for spurious OTUs at rates from 1 in 5,000 reads to 1 in 500 
reads. The Chao value assuming 1 spurious OTU in 1,000 reads is still within the error bars 
of the value without removing spurious OTUs. Panel B, Simpson and Shannon diversity 
estimators are independent of the depth of sampling, providing consistent values from 
subsample sizes ranging from 2,000 to 40,000.

A

B

A

B
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adequately reflects the underlying community, and the richness estimate can sta-
bilize. In this example, Chao1 estimates rise rapidly with sampling depth from 
1,000 to 20,000, but then the estimates level. Doubling the sample depth from 
20,000 to 40,000 does not change the estimated richness beyond the error bars. 
Plots of richness against subsample depth may serve as a reality check on the 
stability (if not accuracy) of calculated richness for a given sample. Parametric 
estimators such as CatchAll (Bunge, 2011) are less sensitive to sample size and 
undersampling and also make use of a wider range of OTU sizes in extrapolating 
total richness.

Even with depth-independent OTU clustering methods, community richness 
estimates can be vulnerable to OTU inflation. Most algorithms for estimating 
richness heavily weight the number of OTUs with one or two reads (singleton 
and doubleton OTUs). We can assume that most spurious OTUs are singletons 
(this will not always be the case, for instance early-round chimeras can be ampli-
fied in a sample, but it is a conservative assumption). By removing the estimated 
number of spurious OTUs (e.g., 1 in 1,000) from the count of singletons in the 
species abundance data used to calculate richness, we can compensate for OTU 
inflation in estimating alpha diversity. We do not need to know which of our 
OTUs are spurious and which are true; we only need an estimated number. Panel 
A of Figure A6-3 shows the impact of several OTU inflation rates on richness 
estimates for a subsample of 25,000.

At any sampling depth, microbial communities consistently display a long-
tail distribution, and therefore evenness will be low at all sampling depths. Both 
Simpson’s and Shannon’s diversity estimates show very little direct susceptibility 
to the sampling depth (Figure A6-3, Panel B), but they are still affected by the 
OTU clustering method. Clearly, choosing a clustering algorithm that minimizes 
OTU inflation and that is stable to sample size is critical at all times.

The list of beta diversity metrics that compare the degree of similarity or 
difference between two communities is very long. We highlight the importance 
of using metrics that are robust to both differences in sampling depth and under-
sampling using three distance metrics: Jaccard presence/absence, Bray-Curtis, 
and Morisita-Horn. Results using the Yue-Clayton distance were consistently 
similar to Morisita-Horn (results not shown). We subsampled a large data set 
to provide pseudo-replicates that we expect to be similar. If we compare a sub-
sample with itself, then the distance by any metric will be zero (or 1), and the ex-
pectation is that a comparison of two different random subsamples should give a 
very similar value. In Figure A6-4, Panel A, we take multiple subsamples of 5,000 
reads from a sample of 50,000 reads and calculate the beta diversity of pairs of 
replicates. Although we would like the distances to approach zero, we know that 
microbial diversity is so great that there will still be differences between the rep-
licates due to incomplete sampling. Morisita-Horn, Bray-Curtis, and Yue-Clayton 
(not shown) all return distances of about 5 percent or less. The Jaccard presence/
absence metric, on the other hand, returns a community distance of 50-60 percent. 



200 THE SCIENCE AND APPLICATIONS OF MICROBIAL GENOMICS

FIGURE A6-4 Panel A, Selecting multiple random subsamples of 5,000 reads from a 
larger data set of 50,000 reads, we created a set of pseudo-replicate samples. Because 
they all represent the same larger sample, the pairwise distances should be very small. 
The use of Jaccard presence/absence is highly affected by the membership within the rare 
biosphere. Bray-Curtis includes abundance and returns much smaller values. Morisita-
Horn was specifically designed for smaller samples and to adjust for different sample 
sizes and returns values approaching zero. Panel B, Bray-Curtis uses absolute counts, 
rather than relative abundances, and displays increasing community distance values with 
increasing differences in sampling depth. Panel C, Even when considering only the Bray-
Curtis distance between samples of the same depth, the values returned are still affected 
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The test of presence or absence in a community, where fewer members have been 
detected than not, will always show large differences between the communities. 
The small number of abundant members will be consistent across replicates, but 
rare members detected in any given replicate will vary. It is not surprising that 
upwards of half the members of a replicate pair can be different.

In the case of similar subsample size, both Bray-Curtis and Morisita-Horn 
returned suitably low beta diversity values. Unfortunately, NGS data sets vary 
greatly in the number of reads depending on the amount of the amplicon library 
loaded on the sequencer and the quality of the particular sequencing run. Bray-
Curtis and Morisita-Horn compare not only which members are present, but also 
the abundance of each. To adjust for undersampling, Morisita-Horn emphasizes 
the abundant members, assuming that if a member is abundant in one sample and 
not detected in the other sample, then this reflects a true difference in the com-
munities, while if a rare member is detected in one and not the other, this may 
be an artifact of undersampling. Bray-Curtis includes but does not differentially 
weight the abundance information.

In Panels B through E in Figure A6-4, we illustrate the effect of different 
sample sizes on beta diversity values. Bray-Curtis returns small diversity values 
for subsamples of the same size and increasingly larger values when comparing 
samples of different sizes; the average distance between subsamples of 1,000 and 
25,000 is about 90 percent (Figure A6-4, Panel B). This disparity comes in part 
because the Bray-Curtis method uses absolute rather than relative abundance. 
Even if data are subsampled to the same depth, Bray-Curtis can still cause mis-
interpretations of results when combined with one of the most common visual-
ization tools for illustrating community similarity, principal coordinate analysis 
(PCoA). Panel C of Figure A6-4, shows that Bray-Curtis measures of subsample 
similarity pairs subsamples based on read depth, even though they are subsamples 
from the very same community. Even though the absolute distances were low for 
pairs from the same subsampling depth, a PCoA plot does not report absolute 
differences but scales according to the set of distances used. For subtle changes in 

by the sampling depth. In a classic principal coordinate analysis plot, commonly used in 
microbial community studies, the clustering is affected by the sampling depth used. Panel 
D, The Morisita-Horn metric, which uses relative abundances and places more emphasis 
on the more abundant community members, is not appreciably affected by comparing 
samples of different sizes. The larger distances consistently reported for samples of 1,000 
reads likely reflects the lower bound of sample depth required to be representative for this 
data set. Even so, the values returned are below 1 percent. Panel E, The distance values 
returned by Morisita-Horn cluster together for samples with more than 7,500 reads. The 
increasing spread of points for sampling depths less than 7,500 presumably reflects the 
lower bound of representative sampling for this data set, rather than an inherent limitation 
of the Morisita-Horn metric.
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the community, a method such as Bray-Curtis could lead to erroneous interpreta-
tions of community shifts.

Morisita-Horn effectively compensates for sampling depth, returning beta 
diversity values less than 1 percent for all subsample comparisons (Figure A6-4, 
Panel D). Interestingly, the Morisita-Horn distances for pairs where one sub-
sample was at 1,000 reads were noticeably higher than the other distances. With 
increasing depth this divergence disappears. In the PCoA plot, the 1,000 read 
depth pairs do not cluster either with each other or with any of the other data 
(Figure A6-4, Panel E). Depth pairs with 5,000 are still divergent but much less so 
than 1,000. In this particular data set, it appears that a minimum sampling depth 
of 10,000 is necessary to adequately reflect the community in the subsample.

Continued Evidence for the Rare Biosphere

In evaluating both the extent of the rare biosphere and our ability to mean-
ingfully sample it, it is helpful to put the word “rare” into perspective. Estimates 
vary, but let us assume that there are at least 1×1011 bacterial cells in a single 
gram dry weight of human stool (Franks et al., 1998). If we sequence DNA from 
a single gram of stool and analyze a relatively large data set of 50,000 (5×104) 
reads, we are sampling a tiny fraction of the census population. An OTU found 
as a singleton may be present at a frequency of only 1/50,000, but that is 2×106 
cells/g, which may not be an insignificant number.

But is the long-tail distribution, while consistent across bacterial communi-
ties sampled from human and other hosts, marine, freshwater, soil, sand, leaves, 
sewage, and any number of other environments, merely an artifact of the known 
phenomenon of OTU inflation caused by deep sequencing? Returning to the 
empirically derived estimate of 1 spurious OTU per 1,000 reads, we can remove 
a fraction of singleton OTUs equal to those attributed to OTU inflation (Fig-
ure A6-5, Panel A). What we see is that even if we remove 1 out of every 500 
singleton OTUs, the distribution retains its characteristic shape, because the frac-
tion of singletons removed compared to the number observed is relatively small. 
Any spurious OTUs are simply extending the end of the tail incrementally; they 
are not fundamentally altering the shape of the species abundance curve.

Everything May or May Not Be Everywhere, but Everything Is Rare Somewhere

One of the stronger pieces of evidence supporting the existence of the rare 
biosphere comes from comparing the sequences found in different microbial 
communities. The human gut microbiome, for example, varies greatly between 
subjects. In practice, this leads to a wide range of relative abundances of even 
the most common OTUs. Panels B and C in Figures A6-5 show the 100 most 
abundant OTUs across 208 Human Microbiome Project subjects in rank order 
(Huse et al., 2012). The maximum abundance in a single subject for each OTU is 
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1-100 percent (Figure A6-5, Panel B). The minimum abundance for each of these 
(except the first most abundant OTU) is within the rare biosphere for at least one 
subject. In other words, essentially all of the most abundant gut OTUs are highly 
abundant in some subjects and rare or not detected in others. Panel C of Fig-
ure A6-5 uses absolute rather than relative abundance and frequencies to portray 
the same data. Looking only at a single subject, we might be tempted to discount 
rare OTUs as noise in the data rather than a true rare biosphere signal. In the 
greater context of many samples, however, we realize that true rare members are 
prevalent across subjects, and these same members can dominate the microbiome 
in other subjects. This same pattern can be seen in other environments including 
the waters of the English Channel (Gilbert et al., 2009) (Figure A6-5, Panel D).

Conclusions

The use of NGS methods has revolutionized microbial ecology. But, as with 
any new technology, new challenges must be met. For accurate results, great care 
must be taken to reduce the rates of sequencing errors and to remove DNA am-
plification chimeras, using high-quality de-noising or paired-end overlap filtering, 
and chimera detection. These initial steps, however, are not enough. Researchers 
must also select bioinformatics tools that avoid artificially inflating the number 
of OTU clusters, alpha diversity estimates, and beta diversity estimates. OTU 
clustering methods such as SLP-PWAL and UClust reduce inflation, whereas 
methods employing multiple sequence alignments and complete linkage cluster-
ing overestimate the appropriate number of OTUs.

The selection of diversity metrics affects the research results. Simple rich-
ness estimates are sample size dependent. Because the most common estimators 
are known to be affected by undersampling, larger sample sizes (in the absence 
of depth-dependent OTU inflation) may provide the most accurate richness es-
timates. One means to enhance the interpretation of richness estimates is to plot 
the richness at subsample depths for a given sample to see whether the sample 
depth is sufficient for the estimate to be stable or whether the sample depth is still 
within the zone of distinct depth-dependence. Fortuitously, both Simpson’s and 
Shannon’s diversity estimates show independence of sample depth.

Beta diversity should only be calculated with an appropriately robust metric 
that can accommodate sample depth. Even in cases where multiple samples are 
subsampled to the same depth before calculating intercommunity distance, the 
use of a depth-dependent metric such as Bray-Curtis will still be affected by depth 
and can in cases of more subtle shifts in community structure skew PCoA plots, 
resulting in possible misinterpretation of results. The practice of subsampling 
to the minimum can introduce artifacts of undersampling as demonstrated in 
Figure A6-5. A much more robust method is to select a beta diversity algorithm 
such as Morisita-Horn or Yue-Clayton that does not require subsampling. For 
all alpha and beta diversity calculations there are thresholds of undersampling 
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that no metric selection can overcome. Therefore, in the absence of other depth-
dependent overestimates (such as poor selection of clustering method), it is best 
to use full sample sizes rather than subselecting to a minimal and therefore less 
representative sample size.

Even in the best of all research worlds, errors, OTU inflation, chimeras, con-
tamination, and other inaccuracies will still exist. In this light, the use of multiple 
samples for determining when low abundance “errare” OTUs or taxa are errors 
and when they are true rare members is necessary. One straightforward means 
for deciding to trust the validity is if an OTU occurs abundantly in any sample. 
By clustering OTUs or using taxonomy and performing bioinformatics analyses 
across multiple samples at once, it is easy to detect abundant members in the set 
of samples, validating those members in communities where they are rare. Given 
our current techniques, context is the best method for discerning truth from fiction 
in the rare biosphere.

References

Acinas, S. G., V. Klepac-Ceraj, D. E. Hunt, C. Pharino, I. Ceraj, D. L. Distel, and M. F. Polz. 2004. 
Fine-scale phylogenetic architecture of a complex bacterial community. Nature 430:551-554.

Bartram, A. K., M. D. J. Lynch, J. C. Stearns, G. Moreno-Hagelsieb, and J. D. Neufeld. 2011. 
Generation of multimillion-sequence 16s rRNA gene libraries from complex microbial com-
munities by assembling paired-end illumina reads. Applied and Environmental Microbiology 
77(11):3846-3852.

Bunge, J., 2011. Estimating the number of species with CatchAll. Proceedings of the 2011 Pacific 
Symposium on Biocomputing.

Caporaso, J. G., J. Kuczynski, J. Stombaugh, K. Bittinger, F. D. Bushman, E. K. Costello, N. Fierer, 
A. G. Pena, J. K. Goodrich, J. I. Gordon, G. A. Huttley, S. T. Kelley, D. Knights, J. E. Koe-
nig, R. E. Ley, C. A. Lozupone, D. McDonald, B. D. Muegge, M. Pirrung, J. Reeder, J. R. 
Sevinsky, P. J. Turnbaugh, W. A. Walters, J. Widmann, T. Yatsunenko, J. Zaneveld, and R. 
Knight. 2010. QIIME allows analysis of high-throughput community sequencing data. Nature 
Methods 7(5):335-336.

Chao, A. 1984. Nonparametric estimation of the number of classes in a population. Scandinavian 
Journal of Statistics 11:265-270.

Chao, A., and S.-M. Lee. 1992. Estimating the number of classes via sample coverage. Journal of the 
American Statistical Association 87(417):210-217.

DeSantis, T. Z., P. Hugenholtz, N. Larsen, M. Rojas, E. L. Brodie, K. Keller, T. Huber, D. Dalevi, P. 
Hu, and G. L. Andersen. 2006. Greengenes, a chimera-checked 16s rRNA gene database and 
workbench compatible with ARB. Applied and Enviromental. Microbiology 72(7):5069-5072.

Edgar, R. C. 2010. Search and clustering orders of magnitude faster than BLAST. Bioinformatics 
26(19):2460-2461.

Edgar, R. C., B. J. Haas, J. C. Clemente, C. Quince, and R. Knight. 2011. Uchime improves sensitivity 
and speed of chimera detection. Bioinformatics 27(16):2194-2200.

Franks, A. H., H. J. M. Harmsen, G. C. Raangs, G. J. Jansen, F. Schut, and G. W. Welling. 1998. 
Variations of bacterial populations in human feces measured by fluorescent in situ hybridiza-
tion with group-specific 16s rRNA-targeted oligonucleotide probes. Applied and Environmental 
Microbiology 64(9):3336-3345.



206	 THE SCIENCE AND APPLICATIONS OF MICROBIAL GENOMICS

Gilbert, J. A., F. Dawn, S. Paul, N. Lindsay, O. Anna, S. Tim, J. S. Paul, H. Sue, and J. Ian. 2009. 
The seasonal structure of microbial communities in the western English Channel. Environmental 
Microbiology 11(12):3132-3139.

Gloor, G. B., R. Hummelen, J. M. Macklaim, R. J. Dickson, A. D. Fernandes, R. MacPhee, and G. 
Reid. 2010. Microbiome profiling by illumina sequencing of combinatorial sequence-tagged 
PCR products. PLoS ONE 5(10):e15406.

Haas, B. J., D. Gevers, A. M. Earl, M. Feldgarden, D. V. Ward, G. Giannoukos, D. Ciulla, D. Tabbaa, 
S. K. Highlander, E. Sodergren, B. Methé, T. Z. DeSantis, C. The Human Microbiome, J. F. 
Petrosino, R. Knight, and B. W. Birren. 2011. Chimeric 16s rRNA sequence formation and 
detection in Sanger and 454-pyrosequenced PCR amplicons. Genome Research 21(3):494-504.

Huber, J. A., H. G. Morrison, S. M. Huse, P. R. Neal, M. L. Sogin, and D. B. Mark Welch. 2009. Ef-
fect of PCR amplicon size on assessments of clone library microbial diversity and community 
structure. Environmental Microbiology 11(5):1292-1302.

Huse, S., J. Huber, H. Morrison, M. Sogin, and D. Mark Welch. 2007. Accuracy and quality of mas-
sively parallel DNA pyrosequencing. Genome Biology 8(7):R143.

Huse, S. M., D. Mark Welch, H. G. Morrison, and M. L. Sogin. 2010. Ironing out the wrin-
kles in the rare biosphere through improved OTU clustering. Environmental Microbiology 
12(7):1889-1898.

Huse, S. M., Y. Ye, Y. Zhou, and A. A. Fodor. 2012. A core human microbiome as viewed through 16s 
rRNA sequence clusters. PLoS ONE 7(6):e34242. doi:10.1371/journal.pone.0034242.

Kunin, V., A. Engelbrektson, H. Ochman, and P. Hugenholtz. 2010. Wrinkles in the rare biosphere: 
Pyrosequencing errors lead to artificial inflation of diversity estimates. Environmental Micro-
biology 12(1):118-123.

Lahr, D. J. G., and L. A. Katz. 2009. Reducing the impact of PCR-mediated recombination in molecu-
lar evolution and environmental studies using a new-generation high-fidelity DNA polymerase. 
BioTechniques 47:857-866.

Meacham, F., D. Boffelli, J. Dhahbi, D. Martin, M. Singer, and L. Pachter. 2011. Identification and 
correction of systematic error in high-throughput sequence data. BMC Bioinformatics 12(1):451.

Minoche, A., J. Dohm, and H. Himmelbauer. 2011. Evaluation of genomic high-throughput se-
quencing data generated on Illumina HiSeq and genome analyzer systems. Genome Biology 
12(11):R112.

Pruesse, E., C. Quast, K. Knittel, B. M. Fuchs, W. Ludwig, J. Peplies, and F. O. Glockner. 2007. Silva: 
A comprehensive online resource for quality checked and aligned ribosomal RNA sequence data 
compatible with ARB. Nucleic Acids Research 35(21):7188-7196.

Qiu, X., L. Wu, H. Huang, P. E. McDonel, A. V. Palumbo, J. M. Tiedje, and J. Zhou. 2001. Evaluation 
of PCR-generated chimeras, mutations, and heteroduplexes with 16s rRNA gene-based cloning 
Applied and Environmental Microbiology 67:880-887.

Quince, C., A. Lanzen, T. P. Curtis, R. J. Davenport, N. Hall, I. M. Head, L. F. Read, and W. T. Sloan. 
2009. Noise and the accurate determination of microbial diversity from 454 pyrosequencing 
data. Nature Methods 6(9):639-641.

Quince, C., A. Lanzen, R. Davenport, and P. Turnbaugh. 2011. Removing noise from pyrosequenced 
amplicons. BMC Bioinformatics 12(1):38.

Reeder, J., and R. Knight. 2009. The “rare biosphere”: A reality check. Nature Methods 6(9):636-637.
Schloss, P. D., D. Gevers, and S. L. Westcott. 2011. Reducing the effects of PCR amplification and 

sequencing artifacts on 16s rRNA-based studies. PLoS ONE 6(12):e27310.
Schloss, P. D., and J. Handelsman. 2005. Introducing DOTUR, a computer program for defining 

operational taxonomic units and estimating species richness. Applied and Environmental Mi-
crobiology 71(3):1501-1506.

Schloss, P. D., S. L. Westcott, T. Ryabin, J. R. Hall, M. Hartmann, E. B. Hollister, R. A. Lesniewski, 
B. B. Oakley, D. H. Parks, C. J. Robinson, J. W. Sahl, B. Stres, G. G. Thallinger, D. J. Van Horn, 
and C. F. Weber. 2009. Introducing mothur: Open source, platform-independent, community-
supported software for describing and comparing microbial communities. Applied and Environ-
mental Microbiology 75(23):7537-7541.



APPENDIX A 207

Sogin, M. L., H. G. Morrison, J. A. Huber, D. Mark Welch, S. M. Huse, P. R. Neal, J. M. Arrieta, and 
G. J. Herndl. 2006. Microbial diversity in the deep sea and the underexplored “rare biosphere.” 
Proceedings of the National Academy of Sciences 103(32):12115-12120.

Wang, Q., G. M. Garrity, J. M. Tiedje, and J. R. Cole. 2007. A naive Bayesian classifier for rapid 
assignment of rRNA sequences into the new bacterial taxonomy. Applied and Environmental 
Microbiology, 73(16):5261-5267.

A7

PHYLOGEOGRAPHY AND MOLECULAR EPIDEMIOLOGY 
OF YERSINIA PESTIS IN MADAGASCAR23

Amy J. Vogler,24 Fabien Chan,25 David M. Wagner,24 
Philippe Roumagnac,26,¤a Judy Lee,24 Roxanne Nera,24 
Mark Eppinger,27 Jacques Ravel,26 Lila Rahalison,24,¤b 

Bruno W. Rasoamanana,24,¤c Stephen M. Beckstrom-Sternberg,24,28 
Mark Achtman,24,29 Suzanne Chanteau,24,¤d and Paul Keim24,27,*

Abstract

Background Plague was introduced to Madagascar in 1898 and continues to be 
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in the 1990s it was reintroduced to the port city of Mahajanga, where it caused 
extensive human outbreaks. Despite its prevalence, the phylogeography and mo-
lecular epidemiology of Y. pestis in Madagascar has been difficult to study due to 
the great genetic similarity among isolates. We examine island-wide geographic-
genetic patterns based upon whole-genome discovery of SNPs, SNP genotyping, 
and hypervariable variable-number tandem repeat (VNTR) loci to gain insight 
into the maintenance and spread of Y. pestis in Madagascar.

Methodology and principal findings We analyzed a set of 262 Malagasy iso-
lates using a set of 56 SNPs and a 43-locus multi-locus VNTR analysis (MLVA) 
system. We then analyzed the geographic distribution of the subclades and identi-
fied patterns related to the maintenance and spread of plague in Madagascar. We 
find relatively high levels of VNTR diversity in addition to several SNP differ-
ences. We identify two major groups, Groups I and II, which are subsequently 
divided into 11 and 4 subclades, respectively. Y. pestis appears to be maintained 
in several geographically separate subpopulations. There is also evidence for 
multiple long distance transfers of Y. pestis, likely human mediated. Such trans-
fers have resulted in the reintroduction and establishment of plague in the port 
city of Mahajanga, where there is evidence for multiple transfers both from and 
to the central highlands.

Conclusions and Significance The maintenance and spread of Y. pestis in Mada-
gascar is a dynamic and highly active process that relies on the natural cycle 
between the primary host, the black rat, and its flea vectors as well as human 
activity.

Author Summary

Plague, caused by the bacterium Yersinia pestis, has been a problem in Mada-
gascar since it was introduced in 1898. It mainly affects the central highlands, 
but also has caused several large outbreaks in the port city of Mahajanga, after it 
was reintroduced there in the 1990s. Despite its prevalence, the genetic diversity 
and related geographic distribution of different genetic groups of Y. pestis in 
Madagascar has been difficult to study due to the great genetic similarity among 
isolates. We subtyped a set of Malagasy isolates and identified two major genetic 
groups that were subsequently divided into 11 and 4 subgroups, respectively. Y. 
pestis appears to be maintained in several geographically separate subpopula-
tions. There is also evidence for multiple long distance transfers of Y. pestis, 
likely human mediated. Such transfers have resulted in the reintroduction and 
establishment of plague in the port city of Mahajanga where there is evidence 
for multiple transfers both from and to the central highlands. The maintenance 
and spread of Y. pestis in Madagascar is a dynamic and highly active process that 
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relies on the natural cycle between the primary host, the black rat, and its flea 
vectors as well as human activity.

Introduction

Throughout recorded history, Yersinia pestis, etiologic agent of plague, has 
spread multiple times from foci in central Asia in greatly widening swaths as 
human-mediated transport became more efficient (Morelli et al., 2010). Plague 
attained its current global distribution during the current “third” pandemic, which 
began in 1855 in the Chinese province of Yünnan, when it was introduced to 
many previously unaffected countries via infected rats on steam ships (Perry and 
Fetherston, 1997). Plague caused widespread outbreaks during this introduction 
period (~1900 A.D.), and though disease incidence has since largely decreased, 
plague remains a significant human health threat due to the severe and often fatal 
nature of the disease, the many natural plague foci (Perry and Fetherston, 1997), 
and its potential as a bioterror agent (it is currently classified as a Class A Select 
Agent [Rotz et al., 2002]). Plague is of particular significance in Madagascar, 
which has reported some of the highest human plague case numbers (18%–60% 
of the world total each year between 1995 and 2009) (WHO, 2010) and was the 
origin of a natural multi-drug resistant strain of Y. pestis (Galimand et al., 1997; 
Welch et al., 2007).

Plague has been a problem in Madagascar since its introduction during the 
current pandemic. It was first introduced to Toamasina in 1898 (Brygoo, 1966), 
likely via India (Morelli et al., 2010), with outbreaks in other coastal cities soon 
after. In 1921, plague reached the capital, Antananarivo, likely via infected rats 
transported on the railroad linking Toamasina and Antananarivo. Subsequent rat 
epizootics signaled the establishment of plague in the central highlands (Brygoo, 
1966). Plague then disappeared from the coast and now exists within two large 
areas in the central and northern highlands above 800 m in elevation (Chanteau 
et al., 1998). This elevational distribution of plague is linked to the presence of 
the flea vectors Xenopsylla cheopis and Synopsyllus fonquerniei, which are less 
abundant and absent, respectively, below 800 m (Duplantier, 2001; Duplantier 
et al., 1999). Plague has never disappeared from this region, and although it was 
relatively controlled in the 1950s due to public hygiene improvements and the 
introduction of antibiotics and insecticides, disease incidence began increasing 
in 1989 (Chanteau et al., 1998, 2000; Migliani et al., 2006). Human plague cases 
peaked in 1997 but continue to occur at high frequencies, making Madagascar 
among the top three countries for human plague cases during the past 15 years 
(WHO, 2010).

A third, newly emerged plague focus outside the central and northern high-
lands is the port city of Mahajanga, located ~400 km by air from Antananarivo 
(Chanteau et al., 1998). Plague first appeared in Mahajanga during an outbreak 
in 1902. Subsequent outbreaks occurred in 1907 and between 1924 and 1928 
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(Brygoo, 1966). Plague then disappeared from Mahajanga for a period of 62 
years before reappearing during a large outbreak in 1991 (Laventure et al., 
1991). Subsequent outbreaks occurred from 1995–1999 (Boisier et al., 1997, 
2000; Rasolomaharo et al., 1995). During this time, the Mahajanga focus was 
responsible for ~30% of the reported human plague cases in Madagascar (Boisier 
et al., 2002). Interestingly, this focus likely represents one of the only examples 
of plague being reintroduced to an area where it had gone extinct, rather than 
emergence from a silently cycling rodent reservoir without telltale human cases 
(Duplantier et al., 2005).

Molecular subtyping of Y. pestis for epidemiological tracking has been dif-
ficult due to a lack of genetic diversity (Achtman et al., 1999). SNP genotyping 
(Achtman et al., 2004; Eppinger et al., 2010; Morelli et al., 2010), ribotyping 
(Guiyoule et al., 1994), IS100 insertion element restriction fragment length poly-
morphism (RFLP) analysis (Achtman et al., 1999), PCR-based IS100 genotyping 
(Achtman et al., 2004; Motin et al., 2002) and pulsed-field gel electrophoresis 
(PFGE) (Lucier and Brubaker, 1992) have been used to differentiate global iso-
late collections; however, SNP genotyping provides the most robust phylogenetic 
reconstructions. SNP genotyping (Morelli et al., 2010), ribotyping (Guiyoule 
et al., 1997), IS100 insertion element RFLP analysis (Huang et al., 2002), differ-
ent region (DFR) analysis (Li et al., 2008), clustered regularly interspaced short 
palindromic repeats (CRISPR) analysis (Cui et al., 2008), ERIC-PCR (Kingston 
et al., 2009), ERIC-BOX-PCR (Kingston et al., 2009), and PFGE (Huang et al., 
2002; Zhang et al., 2009) have shown limited to moderate ability in differentiat-
ing isolates on a regional scale. Of these, ribotyping has been applied to a set 
of 187 Malagasy isolates, but only revealed four ribotypes, three of which were 
unique to Madagascar (Guiyoule et al., 1997). SNP genotyping of 82 Malagasy 
isolates provided greater and more phylogenetically informative resolution, re-
vealing two major groups and an additional 10 subgroups derived from these two 
major groups that were mostly isolate-specific (Morelli et al., 2010). In contrast 
to these other molecular subtyping methods, multi-locus variable-number tandem 
repeat (VNTR) analysis (MLVA) has shown high discriminatory power at global 
(Achtman et al., 2004; Klevytska et al., 2001; Pourcel et al., 2004), regional 
(Girard et al., 2004; Klevytska et al., 2001; Li et al., 2009; Lowell et al., 2007; 
Zhang et al., 2009), and local scales (Girard et al., 2004), indicating its likely 
usefulness for further differentiation among Y. pestis isolates from Madagascar.

The use of SNPs and MLVA together, in a hierarchical approach, has been 
successfully applied to clonal, recently emerged pathogens (Keim et al., 2004; 
Van Ert et al., 2007; Vogler et al., 2009). Point mutations that result in SNPs occur 
at very low rates, making SNPs relatively rare in the genome, but discoverable 
through intensive sampling (i.e., whole genome sequencing). In addition, since 
each SNP likely occurred only once in the evolutionary history of an organism, 
SNPs represent highly stable phylogenetic markers that can be used for identify-
ing key phylogenetic positions (Keim et al., 2004). However, SNPs discovered 
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from a limited number of whole genome sequences will have limited resolving 
power (Keim et al., 2004) since they will only be able to identify phylogenetic 
groups along the evolutionary path(s) linking the sequenced genomes (Pearson 
et al., 2004). In contrast, VNTRs possess very high mutation rates and multiple 
allele states, allowing them to provide a high level of resolution among isolates. 
Unfortunately, these high mutation rates can lead to mutational saturation and 
homoplasy, which can obscure deeper phylogenetic relationships, leading to 
inaccurate phylogenies. Using these two marker types together, in a nested hi-
erarchical approach, with SNPs used to identify major genetic groups followed 
by VNTRs to provide resolution within those groups, allows for both a deeply 
rooted phylogenetic hypothesis and high resolution discrimination among closely 
related isolates (Keim et al., 2004).

We investigated the phylogeography and molecular epidemiology of Y. pestis 
in Madagascar through extensive genotyping and mapping of genetic groups. 
We genotyped 262 Malagasy isolates from 25 districts from 1939–2005 using 56 
SNPs and a 43-marker MLVA system to identify island specific subclades. We 
then spatially mapped the subclades to examine island-wide geographic-genetic 
patterns and potential transmission routes.

Methods

Ethics Statement

The DNAs analyzed in this study (Table S1) were extracted from Y. pestis 
cultures that were previously isolated by the Malagasy Central Laboratory for 
plague and Institut Pasteur de Madagascar as part of Madagascar’s national 
plague surveillance plan. The Malagasy Ministry of Health, as part of this na-
tional plague surveillance plan, requires declaration of all suspected human 
plague cases and collection of biological samples from those cases. These bio-
logical samples are analyzed by the Malagasy Central Laboratory for plague and 
Institut Pasteur de Madagascar, which also maintains any cultures derived from 
these samples. These cultures are all de-linked from the patients from whom they 
originated and analyzed anonymously if used in any research study. Thus, for pur-
poses of this study, all of the DNAs derived from Y. pestis cultures from human 
patients were analyzed anonymously. No Malagasy review board existed during 
the collection period of the cultures (1939–2001) from which the DNAs used in 
this study were derived. In addition, the Institutional Review Board of Northern 
Arizona University, where the DNA genotyping was done, did not require review 
of the research due to the anonymous nature of the samples.



212	 THE SCIENCE AND APPLICATIONS OF MICROBIAL GENOMICS

DNAs

DNA was obtained from 262 isolates from 25 different districts from 1939–
2005 (Figure S1, Table S1). DNAs consisted of simple heat lysis preparations 
or whole genome amplification (WGA) (QIAGEN, Valencia, CA) products gen-
erated from the heat lysis preps. Most of the isolates were collected by the 
Malagasy Central Laboratory for plague supervised by the Institut Pasteur de 
Madagascar and were primarily isolated from human cases with a few isolated 
from other mammals or fleas. A handful of other isolates were from other institu-
tions (still originally collected by the Malagasy Central Laboratory for plague) or 
represent publically available whole genome sequences (Table S1).

SNP Genotyping

A total of 56 SNPs were chosen to genotype the Malagasy isolates because 
they either marked the branches leading to or from the Madagascar clades 
in a worldwide analysis (Morelli et al., 2010) or were polymorphic among 
Malagasy isolates (Table S2). These SNPs were either previously identified in 
a worldwide SNP study on Y. pestis using a combination of denaturing high 
performance liquid chromatography (dHPLC) and whole genome sequence 
comparisons (Morelli et al., 2010) or identified here through whole genome se-
quence comparisons among 2 Malagasy whole genome sequences (MG05-1020 
[GenBank:AAYS00000000] and IP275 [GenBank:AAOS00000000] [Morelli 
et al., 2010]) and 14 other Y. pestis strain sequences (CO92 [GenBank:AL590842] 
(Parkhill et al., 2001), FV-1 [GenBank:AAUB00000000] (Touchman et al., 
2007), CA88-4125 [GenBank:ABCD00000000] (Auerbach et al., 2007), An-
tiqua [GenBank:CP000308], Nepal 516 [GenBank:CP000305] (Chain et al., 
2006), UG05-0454 [GenBank:AAYR00000000] (Morelli et al., 2010), KIM 10 
[GenBank:AE009952] (Deng et al., 2002), F1991016 [GenBank:ABAT00000000], 
E1979001 [GenBank:AAYV00000000], K1973002 [GenBank:AAYT00000000], 
B42003004 [GenBank:AAYU00000000] (Eppinger et al., 2009), Pestoides 
F [GenBank:CP000668] (Garcia et al., 2007), Angola [GenBank:CP000901] 
(Eppinger et al., 2010) and 91001 [GenBank:AE017042] [Song et al., 2004]). 
These whole genome sequence comparisons involved comparing the predicted 
gene sequences of the closed genome of Y. pestis strain CO92 (Parkhill et al., 
2001) to the completed and draft genomes of all other strains using MUMmer and 
in-house Perl scripts (Delcher et al., 2002). For genomes with deposited underly-
ing Sanger sequencing read information, a polymorphic site was considered of 
high quality when its underlying sequence in the query comprised at least three 
sequencing reads with an average Phred quality score >30 (Eppinger et al., 2010; 
Ewing et al., 1998).

A TaqMan-minor groove binding (MGB) assay or a melt mismatch ampli-
fication mutation assay (Melt-MAMA) was developed for each SNP for use in 
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genotyping the Malagasy DNAs. A TaqMan-MGB assay was designed around 
one SNP known to divide Malagasy isolates into two major groups (Mad-43, 
Table S2). Melt-MAMA assays were designed around the other 55 SNPs as pre-
viously described (Vogler et al., 2009). SNP locations, primer sequences, primer 
concentrations and other information for these assays are presented in Table S2. 
Primers and probes were designed using Primer Express 3.0 software (Applied 
Biosystems, Foster City, CA). Each 5 µl TaqMan-MGB reaction contained prim-
ers and probes (for concentrations see Table S2), 1× Platinum Quantitative PCR 
SuperMix-UDG with ROX (Invitrogen, Carlsbad, CA), water and 1 µl of tem-
plate. Each 5 µl Melt-MAMA reaction contained 1× SYBR Green PCR Master 
Mix (Applied Biosystems) or 1× EXPRESS SYBR GreenER qPCR Supermix 
with Premixed ROX (Invitrogen) (for assay-specific master mix see Table S2), 
derived and ancestral allele-specific MAMA primers, a common reverse primer 
(for primer concentrations see Table S2), water and 1 µl of diluted DNA template. 
DNA templates were diluted 1/10 for heat lysis preparations or 1/50 for WGA 
products. All assays were performed on an Applied Biosystems 7900HT Fast 
Real-Time PCR System with SDS software v2.3. Thermal cycling conditions for 
the TaqMan-MGB assay were as follows: 50°C for 2 min, 95°C for 2 min and 50 
cycles of 95°C for 15 s and 66°C for 1 min. Thermal cycling conditions for the 
Melt-MAMA assays were as follows: 50°C for 2 min, 95°C for 10 min and 40 
cycles of 95°C for 15 s and 55–65°C for 1 min (see Table S2 for assay-specific 
annealing temperatures). Melt-MAMA results were interpreted as previously 
described (Vogler et al., 2009).

MLVA

All 262 Malagasy isolates were also genotyped using a 43-marker MLVA 
system as previously described (Girard et al., 2004).

Node Assignment

In general, missing SNP data (<0.5% of dataset) were not a factor in node 
assignment (see SNP phylogenetic analysis below) since data were usually avail-
able for an equivalent SNP, thus leading to unambiguous node assignments for 
most isolates. However, there were four cases where the node assignment was 
potentially ambiguous. For three isolates missing data for SNP Mad-21 (branch 
1.ORI3.k-1.ORI3.o, Table S2), the ancestral allele state was assumed for that 
SNP for those isolates, since in this and in a previous worldwide analysis (Morelli 
et al., 2010), only a single isolate, not included among these three, belonged to 
node “o.” For a single isolate missing data for SNP Mad-46 (branch 1.ORI3.d-1.
ORI3.h1, Table S2) the derived state was assumed, due to the placement of that 
isolate in MLVA subclade II.B in a neighbor-joining analysis and the observed 
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FIGURE A7-1 SNP phylogeny of 262 Malagasy isolates. Nodes were named as in 
Morelli et al. (2010) (lower case letters) and belong to the 1.ORI3 group described there 
(Morelli et al., 2010). Previously identified nodes (Morelli et al., 2010) that were expanded 
in this analysis (h, l and q) have additional number designations (e.g., q1) given to each 
new node in the expansions. The one entirely new node was assigned a new letter, “r.” Pre-
viously identified nodes (Morelli et al., 2010) that were not represented by any isolates in 
this study are represented by gray outlines. Colored nodes correspond to MLVA-identified 
subclades and are colored the same as their matching MLVA subclades in Figure 2A–B. 
The number of isolates in nodes with >1 isolate are indicated as are the number of SNPs on 
branches (red numbers) with >1 SNP. The nodes containing the two sequenced Malagasy 
strains, MG05-1020 and IP275, are labeled with the strain names.
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FIGURE A7-2 Neighbor-joining dendrograms based upon MLVA data. Dendrograms 
for Group I (A) and Group II (B) are indicated. The SNP phylogeny from Figure 1 is also 
indicated (C) for comparison. Subclades within Groups I and II are collapsed in the full 
phylogenies (dotted boxes) for those groups (colored triangles) and are then individually 
expanded to show the structure within each subclade. The expanded subclades are labeled 
based upon their membership in Group I or II and by a capital letter (e.g., I.A) and are 
indicated by colored bars. Bootstrap values ≥50 supporting individual subclades are indi-
cated on the expanded subclade phylogenies. SNP locations are indicated by vertical red 
lines. These red lines are labeled with the SNP ID numbers presented in Table S2 on the 
full phylogenies for unaffiliated isolate-specific SNPs and on the expanded phylogenies for 
all other SNPs. The years of isolation for isolates within each full and expanded phylogeny 
are indicated beside the panel label and underneath the individual phylogeny, respectively. 
The gray subcluster marked by the gray arrow in subclade I.A represents the “Mahajanga 
I.A subcluster,” a subcluster containing most of the isolates from the Mahajanga plague 
focus. Seven isolates from the central highlands that also fell within this subcluster are 
labeled with a “CH.” Five Mahajanga isolates that did not belong in this subcluster are 
labeled with a gray “M” (A). Black stars indicate the locations of the two sequenced 
Malagasy strains, MG05-1020 in subclade I.B and IP275 in subclade I.H.
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congruence between the “h” nodes and MLVA subclade II.B (see phylogenetic 
analyses below, Table S1).

Phylogenetic Analyses

A hierarchical approach was applied to the phylogenetic analysis of the 
Malagasy isolates. First, a SNP phylogeny was generated using data from all 56 
SNPs (Figure A7-1). Second, neighbor-joining dendrograms based upon MLVA 
data were constructed using MEGA 3.1 (Kumar et al., 2001) for the two main 
groups in the SNP phylogeny, Groups I and II (Figure A7-2A–B). These groups 
corresponded to the two major Malagasy groups in a previous worldwide analysis 
(Morelli et al., 2010) and so were separated prior to analyzing with MLVA. The 
remaining SNPs showing variation among the Malagasy isolates mostly defined 
subclades observed in the MLVA phylogenies or were specific to single isolates, 
and so were not used to further separate the isolates prior to applying MLVA. 
The locations of these additional SNPs are marked on the two MLVA phylogenies 
where applicable (Figure A7-2A–B). A small set of SNPs provided very fine-scale 
resolution of the lineage leading to the whole genome sequenced MG05-1020 
strain and are not marked on the MLVA phylogeny due to disagreement between 
the SNP and MLVA phylogenies on this small scale. Distance matrices for the 
two MLVA phylogenies were based upon mean character differences. Bootstrap 
values were based upon 1,000 simulations and were generated using PAUP 
4.0b10 (D. Swofford, Sinauer Associates, Inc., Sunderland, MA). Branches with 
≥50% bootstrap support and/or supported by one or more SNPs were identified 
as subclades. One other cluster (II.A) was also considered a subclade despite a 
lack of bootstrap support because of the proximity of a SNP-defined subclade 
(Figure A7-2B).

Geographic Distribution of Subclades

We mapped the geographic distributions of the Group I and II subclades we 
identified to determine their phylogeographic patterns (Figure A7-3).

Statistical Analyses

Analysis of similarity (ANOSIM) (Clarke, 1993) tests were performed using 
PRIMER software version 5 to test the hypotheses that 1) Groups I and II form 
distinct geographic groups and 2) the identified subclades form distinct geo-
graphic groups. These tests were performed on all subclades with ≥5 members 
(N = 221 isolates), thus excluding the unaffiliated isolates and subclades I.C, I.H, 
I.I and I.G (Table S1). The results of all 55 pairwise comparisons among the sub-
groups were evaluated at α = 0.000909 (global α of 0.05 divided by 55). To de-
termine if there was a rank relationship between genetic distance and geographic 
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FIGURE A7-3 Geographic distribution of MLVA subclades in Madagascar. The MLVA 
phylogenies for Groups I and II from Figure A7-2A–B are presented with labeled sub-
clades. Light gray shaded districts indicate Madagascar districts where Y. pestis isolates 
used in this study were obtained. Colors within the mapped circles and squares correspond 
to the subclade color designations in the MLVA phylogenies. Divisions within those circles 
and squares indicate that multiple subclades were found at that location. Circles represent 
isolates where the city/commune of origin is known. Squares represent isolates where 
only the district of origin is known and are placed within their corresponding districts 
near to cities/communes containing the same subclade(s) where possible. Six isolates had 
unknown districts of origin and were not mapped. Unaffiliated Group I and II isolates are 
indicated by an “*” and a “+,” respectively; these symbols surrounded by a square indicate 
unaffiliated isolates where only the district of origin is known. The dark gray-shaded area 
indicates the geographic area where Group II subclades are found. Note that some Group 
I subclades are also found in this area.
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distance, a Spearman correlation coefficient was generated using the RELATE 
function in PRIMER software with significance of the resulting statistics deter-
mined using 10,000 random permutations of the data. This analysis utilized all 
isolates with any geographic data (N = 256), with district centroids used as the 
geographic location for isolates for which only district level geographic informa-
tion was available (N = 33); city/commune point geographic data were used for 
the remaining 223 isolates. Six isolates lacking any geographic information were 
excluded from both statistical analyses (Table S1).

Results

Genetic Diversity of Y. Pestis in Madagascar

Our hypervariable-locus and genome-based approaches identified a relatively 
high level of genetic diversity among the 262 Malagasy isolates from 25 dis-
tricts from 1939–2005. We confirmed the presence of two major genetic groups, 
Groups I and II, differentiated by a single SNP, Mad-43 (Figure A7-1, Table S2), 
and many VNTR mutational steps. Groups I and II were further differentiated 
into eleven (I.A–I.K, Figure A7-2A, Table S1) and four (II.A–II.D, Figure A7-2B, 
Table S1) subclades, respectively, based upon MLVA and/or SNPs. All but one 
of these subclades was at least weakly supported by bootstrap values ≥50 and/
or one or more SNPs (Figure A7-2A–B). The high mutation rates at VNTR loci 
can lead to homoplasy and, consequently, to low bootstrap support for deeper 
phylogenetic relationships when analyzing isolates from regional or worldwide 
collections (Achtman et al., 2004; Johansson et al., 2004; Keim et al., 2004; 
Lowell et al., 2007). Nevertheless, subsequent analyses using more phylogeneti-
cally stable molecular markers (i.e., SNPs) have confirmed MLVA-determined 
clades with weak or even no bootstrap support (Achtman et al., 2004; Vogler 
et al., 2009), leading us to use even weak bootstrap support to validate subclades 
in this analysis. Of the two MLVA identified subclades without bootstrap sup-
port, II.A and II.B, subclade II.B was supported by SNP Mad-46 (Table S2) 
and subclade II.A was designated due to its proximity to and clear separation 
from the SNP-identified subclade II.B (Figure A7-2B). Subclades I.B, I.F, and 
I.H were supported by SNPs Mad-26 to 31, Mad-42, and Mad-09 to 17 (Table 
S2), respectively, and bootstrap analysis (Figure A7-2A). MLVA also identified 
23 and 5 isolates in Groups I and II, respectively, that did not belong to any of 
the identified subclades within those groups (hereafter referred to as unaffiliated 
isolates) (Figure A7-2A–B, I.NONE and II.NONE isolates in Table S1). Four of 
these unaffiliated isolates and isolates in subclades I.B, I.H and II.B were also 
identified by apparently isolate-specific SNPs (Figure A7-2A–B). Overall, MLVA 
identified 226 genotypes among the 262 isolates, constituting far better resolution 
than that achieved using ribotyping (Guiyoule et al., 1997).
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The SNP and MLVA analyses showed remarkable congruence. Nearly all 
of the nodes in the SNP phylogeny either corresponded to MLVA subclades or 
were specific to individual isolates, allowing the combined analysis of SNP and 
MLVA data discussed above. Three nodes (f, m and n, Figure A7-1) did not have 
representatives in this study, but appeared to be specific for individual isolates 
in a previous analysis (Morelli et al., 2010). The only exception to this congru-
ence was within the lineage leading to the whole genome sequenced strain, 
MG05-1020 (q nodes in Figure A7-1 and subclade I.B in Figure A7-2A). In this 
case, the SNP phylogeny (q nodes, Figure A7-1) was more accurate than and 
provided nearly as much resolution as the corresponding MLVA phylogeny (I.B, 
Figure A7-2A). This fine-scale phylogenetic resolution was due to the use of a 
high resolution SNP discovery method, whole genome sequence comparisons, 
to discover SNPs along this lineage as opposed to the lower resolution dHPLC 
method used to discover most of the other Malagasy SNPs (Morelli et al., 2010). 
Interestingly, comparable resolution was not seen in the lineage leading to the 
other whole genome sequenced strain, IP275 (l nodes in Figure A7-1 and sub-
clade I.H in Figure A7-2A), likely due to the very low number of isolates (N = 
2) within that lineage in this analysis.

Missing data for two SNP assays suggested a potential genomic rearrange-
ment (e.g., deletion) in some of the Malagasy strains. Twenty-five of the 262 
isolates were missing data for two SNP assays despite repeated attempts at am-
plification (Table S1). The two SNPs, Mad-28 and Mad-41, were located <850 bp 
apart at CO92 positions 2,208,345 and 2,207,531, respectively (Table S2), sug-
gesting that there may have been a genomic rearrangement affecting this region 
in these strains. Intriguingly, IS100 elements were located flanking these SNPs at 
CO92 positions 2,135,459-2,137,412 and 2,236,265-2,238,215. IS elements are 
important facilitators of genomic rearrangements in Y. pestis (Auerbach et al., 
2007; Chain et al., 2006) and may have played a role in this result. If so, the same 
or a similar genomic rearrangement must have occurred multiple times since the 
25 isolates were members of six different nodes in the SNP phylogeny (Table S1). 
This hypothesis is supported by the fact that IS100 elements are known potential 
hotspots for genomic rearrangements and excisions in Y. pestis (Achtman, 2004; 
Auerbach et al., 2007).

Geographic Distribution of Isolates

Significant geographic separation was observed among the identified sub-
clades. Overall, there was a small, but highly significant relationship between 
genetic and geographic distance (Spearman correlation coefficient ρ = 0.226, 
p<0.0001). In addition, the two main genetic groups, Groups I and II, formed 
distinct geographic groups based upon an ANOSIM (R = 0.091, p = 0.0007). 
Group II isolates, which possessed the derived state for SNP Mad-43 (Table S2), 
were essentially restricted to three of the most active plague districts in the central 
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highlands, Betafo, Manandriana and Ambositra (Chanteau et al., 2000), and an 
adjacent district, Ambatofinandrahana (Figure A7-3, S1). The only exceptions to 
this were the five unaffiliated Group II isolates, which were scattered in districts 
to the east and north (+ symbols, Figure A7-3). In contrast, Group I isolates were 
found in all three foci, both the central and northern highlands and Mahajanga. 
Geographic separation among the individual Group I and II subclades was also 
apparent (Figure A7-3) and statistically supported in an ANOSIM (R = 0.232, 
p<0.0001). Post-hoc analyses of the pairwise comparisons among subclades 
indicated that most of the eleven tested subclades formed distinct geographic 
groups (data not shown). Indeed, several interesting geographic patterns were 
apparent for the different subclades, only some of which are described below. 
Separate Group I subclades were found in the northern (I.C, I.G, and I.I, Fig-
ure A7-3, Table S1) versus the central (I.A, I.B, I.D, I.E, I.F, I.H, I.J, and I.K, 
Figure A7-3, Table S1) highlands. Subclade I.A, the largest single subclade, was 
the dominant subclade found in the capital, Antananarivo, and the surrounding 
area (Figure A7-3, S1). With the exception of two isolates, it was also the only 
subclade found in Mahajanga (Figure A7-3, S1, Table S1), indicating a central 
highlands origin for the Y. pestis responsible for the series of Mahajanga plague 
outbreaks from 1991–1999 (Boisier et al., 1997, 2002; Laventure et al., 1991; 
Rasolomaharo et al., 1995). Subclade I.B was the only subclade found in the 
northeastern portion of the central highlands (Figure A7-3). Geographic analysis 
of the corresponding SNP phylogeny (q nodes, Figure A7-1) for this subclade 
revealed some additional geographic-genetic patterns. Isolates with the same SNP 
genotype tended to be clustered geographically, although no distinct spreading 
pattern could be discerned, possibly due to the limited number of isolates (Fig-
ure A7-4). Subclade I.E was predominantly found in the southern central high-
lands, in district Fianarantsoa, and also appears to be the subclade responsible for 
the reemergence of plague in the Ikongo district (Migliani et al., 2001), adjacent 
to Fianarantsoa on the southeast (Figure A7-3, S1).

Three subclades, I.F, I.H and I.K, did not show distinct geographic patterns 
(Figure A7-3). In the cases of subclades I.F and I.H, this may be due to the 
limited numbers of isolates within those subclades (Figure A7-2A, Table S1). 
The geographically widespread nature of subclade I.K isolates, however, may 
be related to their older dates of isolation. All of the subclade I.K isolates were 
isolated between 1940 and 1955 (Figure A7-2A, Table S1), just 19–34 years after 
plague was introduced to the central highlands. Therefore, these isolates may 
represent a subclade that was formerly spread throughout much of the central 
highlands but that currently does not exist in nature in Madagascar. Similarly, 
subclade I.I, although it was not geographically widespread (Figure A7-3), only 
contained isolates isolated from 1971–1976 (Figure A7-2A, Table S1) and may 
represent a former, now extinct subclade from the northern highlands. However, 
the limited number of isolates makes this difficult to determine. Alternatively, 
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these subclades may still exist, but may have decreased in frequency and/or be 
very rare in nature.

Interestingly, the other older isolates tended to be the unaffiliated isolates. 
Eighteen of the 28 unaffiliated isolates were isolated between 1939 and 1978. 
Another 3 had unknown dates of isolation (Table S1). Given their older dates 
of isolation, these unaffiliated isolates may also be representatives of older, now 
extinct subclades from Madagascar. The lack of comparable isolates to these 
unaffiliated isolates among the rest of the isolate collection could be due to the 
limited sampling from earlier years (Table S1). Alternatively, the unaffiliated 
isolates may simply be representatives of very rare subclades. A final possibility 
could involve the accumulation of VNTR mutations due to repeated passages as-
sociated with prolonged storage in the laboratory, which could lead to the older 
isolates being inaccurate representatives of the original isolates. This is unlikely, 
however, as the rate of VNTR evolution in the laboratory, even with passaging, 
should be much slower than in nature. Thus, while these isolates may not be 
exactly the same as when they were first isolated, they should be close. Also, 
multiple copies of a subset of the Malagasy isolates in this study that were stored 
at different temperatures showed identical MLVA genotypes (data not shown), 
indicating that these VNTR loci are relatively stable in these isolates under the 
storage conditions used. Regardless, the unaffiliated nature of many of the older 
isolates is consistent with and most likely related to their older dates of isolation.

Several cities and communes yielded isolates of subclades predominantly 
found elsewhere, suggesting importation from other locations. Antananarivo, 
in particular, contained isolates from five subclades in addition to the dominant 
subclade (Figure A7-3, S1). Commune Andina Firaisana in the Ambositra district 
is another example, containing representatives of four different subclades (Figure 
3, S1). One of these, subclade I.A, was also found in the nearby surrounding 
area. However, this area is considerably south of the area where the majority of 
subclade I.A isolates were found, suggesting that this subclade may have been 
imported to this area from further north or vice versa (Figure A7-3). Of the other 
three subclades found in Andina Firaisana, subclades II.A and II.B are also found 
in nearby areas and so may be naturally occurring in Andina Firaisana rather 
than due to transfer events. Subclade II.C, in contrast, appears to have been 
transferred to Andina Firaisana from the Betafo district in the northwest or vice 
versa (Figure A7-3, S1). Another nearby commune, Ivato, contained a single 
subclade I.E isolate, suggesting a transfer event from district Fianarantsoa in the 
south (Figure A7-3, S1).

Plague in Mahajanga

Our data suggest that Y. pestis was reintroduced to Mahajanga from the 
central highlands. The majority of the Mahajanga isolates (39 of 44) belonged to 
a single subcluster within subclade I.A (hereafter referred to as the Mahajanga 
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I.A subcluster) (Figure A7-2A), suggesting that there was an introduction to 
Mahajanga from the central highlands that became established in Mahajanga 
and then underwent local cycling. Though this Mahajanga I.A subcluster did 
not have either SNP or MLVA support (Figure A7-2A), close examination of 
the isolates within this subcluster revealed very close genetic relationships, with 
most differences involving only a single repeat change at a single VNTR locus 
(data not shown). This is consistent with an outbreak scenario originating from 
a single introduction and strengthens the identification of this subcluster as a 
genetic group. In contrast, subclade I.A isolates outside of the Mahajanga I.A 
subcluster exhibited much greater variation both in the number of VNTR loci 
displaying polymorphisms and the number of alleles observed at those loci (data 
not shown), consistent with an older, more geographically dispersed and more 
differentiated set of isolates.

Our data also suggest that there have been multiple transfers of Y. pestis 
between Mahajanga and the central highlands. Specifically, seven isolates within 
the Mahajanga I.A subcluster were isolated from central highland locations rather 
than from Mahajanga (Figure A7-2A), suggesting that Y. pestis was also trans-
ferred back from Mahajanga to the central highlands. Two other Mahajanga iso-
lates belonged to subclade I.F and were unaffiliated, respectively (Figure A7-2A), 
suggesting that there has been more than one introduction of Y. pestis to Maha-
janga as well. The final three Mahajanga isolates, although they belonged to sub-
clade I.A, were not part of the Mahajanga I.A subcluster and were instead more 
closely related to subclade I.A isolates from the central highlands (Figure A7-2A), 
again suggesting multiple introductions. However, it is unclear as to whether any 
of these other introductions became established in Mahajanga due to the lack of 
other Mahajanga isolates similar to these five outliers. Finally, although our data 
suggest that there have been multiple transfers of Y. pestis between Mahajanga 
and the central highlands, there is no evidence in these data for an introduction 
to Mahajanga from the northern highlands, as was previously suggested by PFGE 
analyses (Boisier et al., 2002; Duplantier et al., 2005).

Discussion

Madagascar is one of the most active plague regions in the world. However, 
few studies have investigated the molecular epidemiology of Y. pestis from Mada-
gascar and none have done so using very high resolution genomic methodologies. 
Here, we investigated the phylogeography and molecular epidemiology of Y. 
pestis in Madagascar by using a combination of SNPs and MLVA to analyze 262 
Malagasy isolates from 25 districts from 1939–2005. In contrast with previous 
analyses that utilized ribotyping or SNPs alone (Guiyoule et al., 1997; Morelli 
et al., 2010), we identified a very high level of genetic diversity with 226 MLVA 
genotypes among the 262 isolates. These genotypes were distributed amongst 15 
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subclades that displayed significant geographic separation (Figure A7-3), leading 
to insights into the maintenance and spread of plague in Madagascar.

The use of MLVA was particularly effective at identifying genetic groups 
in Madagascar. SNPs, though useful, mostly provided confidence in genetic 
groups that were already apparent via MLVA. This is somewhat counter to the 
conventional hierarchical approach wherein SNPs are used first to identify major 
genetic groups followed by MLVA to provide resolution within those groups, 
thus minimizing the problems of mutational saturation/homoplasy that can occur 
with highly variable markers such as VNTRs (Keim et al., 2004). In this study, 
only SNP Mad-43 (Table S2), which differentiated Groups I and II, was useful in 
this conventional sense to identify “major genetic groups” that were obscured in 
the MLVA phylogeny (data not shown). All of the other subclades identified by 
SNPs were also identified by MLVA, suggesting that at this regional scale, MLVA 
alone may be effective at identifying robust genetic groups. Importantly, though 
MLVA was excellent at identifying these genetic groups, the relationships among 
those groups, such as the division between Groups I and II, remained unclear 
using MLVA alone (data not shown) whereas they were very clearly depicted 
as a star phylogeny in the SNP phylogeny (Figure A7-1). Where knowledge 
of deeper genetic relationships or fine-scale phylogenetic analysis of specific 
lineages (e.g., the strain MG05-1020 lineage here) is desired, SNPs will remain 
the preferred methodology for clonal pathogens such as Y. pestis. However, until 
whole genome sequencing for entire isolate collections becomes feasible, MLVA 
will continue to be a useful tool for examining genetic diversity whether used in 
conjunction with SNPs or alone.

Our analyses suggest that plague is being maintained in Madagascar in 
multiple geographically separated subpopulations. We revealed significant geo-
graphic separation among the identified subclades (Figure A7-3), suggesting that 
these subclades are undergoing local cycling with limited gene flow from other 
subclades. This is consistent with the population genetics and ecology of the 
black rat (Rattus rattus), the primary plague host in rural Madagascar (Brygoo, 
1966; Duplantier, 2001). The black rat in Madagascar exhibits limited gene flow 
between subpopulations (Gilabert et al., 2007) as well as limited geographic 
ranges (Rahelinirina et al., 2010). This limited mobility, a high reproduction rate 
(Duplantier and Rakotondravony, 1999), and the development of some resistance 
to plague (Tollenaere et al., 2010) are all likely important factors that allow the 
black rat to maintain plague in these genetically distinct, geographically separated 
subpopulations. The two flea vectors, X. cheopis and S. fonquerniei (Duplantier, 
2001; Duplantier and Rakotondravony, 1999), may also play a role in maintain-
ing genetically distinct subpopulations (i.e., Groups I and II), though more data 
would be needed to confirm this hypothesis.

In contrast, transport of Y. pestis across longer distances in Madagascar is 
likely human-mediated. Historically, there is ample evidence for the influence 
of human traffic on the spread of plague, including transport along trade routes 
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such as the Silk Road in the early pandemics and transport via steam ship to 
numerous new locations during the “third” pandemic (Morelli et al., 2010; Perry 
and Fetherston, 1997). The SNP phylogeny determined by Morelli et al. (2010) 
suggests the progression of plague from Israel to Madagascar to Turkey (Fig-
ure A7-1), a series of transfer events that were almost certainly human-mediated, 
though the details remain unknown. In Madagascar, plague was most likely trans-
ported from its introduction point on the coast to the central highlands, where it 
became permanently established, via the railroad linking Toamasina and Anta-
nanarivo (Brygoo, 1966). More recently, plague was most likely reintroduced to 
Mahajanga via the transport of infected rats and fleas together with foodstuffs 
from the central highlands. Indeed, our data suggest multiple transfers between 
Mahajanga and the central highlands, all likely human-mediated. Additional long 
distance transfers of Y. pestis in Madagascar are suggested by the multiple sub-
clades identified in cities/communes such as Antananarivo and Andina Firaisana 
(Figure A7-3, S1, Table S1).

Though long distance transfers of Y. pestis undoubtedly occur, it is unclear 
how often such transfers result in the successful establishment of the transferred 
genotypes in new locations. At least one transfer to Mahajanga became success-
fully established and underwent local cycling as evidenced by the Mahajanga I.A 
subcluster described here (Figure A7-2A). However, many of the other examples 
of long distance transfers where multiple subclades were found in a single loca-
tion are not as clear regarding the establishment of the transferred subclade(s). 
Antananarivo, for example, is clearly dominated by subclade I.A with only 1–2 
representatives of each of the other five subclades identified there (Figure A7-3, 
S1, Table S1), suggesting that the presence of these alternative subclades may 
have been only transitory.

Successful establishment of subclades in new locations following a long 
distance transfer may be related to adaptive advantages possessed by some geno-
types (Keim and Wagner, 2009). For instance, subclade I.A appears to be particu-
larly successful in our analysis. The earliest subclade I.A isolate in our dataset 
was collected in 1974 from the Ambositra district (Table S1), one of the most 
active plague districts in Madagascar (Chanteau et al., 2000). Subsequent isolates 
indicate that this subclade continued to exist in a small area of the Ambositra 
district but also became well established over a large geographic area including 
and surrounding the capital, Antananarivo. This subclade was also successfully 
introduced to and established in Mahajanga and appears to have been transferred 
to the Fianarantsoa district, though it is unclear whether or not it became estab-
lished there (Figure A7-3, S1, Table S1). This widespread geographical success 
may indicate that this subclade possesses an adaptive advantage that enhances its 
ability to be transferred long distances and become established in new locations 
(Keim and Wagner, 2009). Alternatively, the particular success of this subclade 
may simply be due to chance.
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The central highlands focus remains the most active plague focus in Mada-
gascar (Chanteau et al., 2000) and is, consequently, a likely place for new geno-
types to emerge. This is particularly true for those central highlands districts with 
the highest plague activity. For instance, the three unique ribotypes identified in 
a previous study belonged to isolates from two highly active districts, Ambositra 
and Ambohimahasoa (Guiyoule et al., 1997). Here, isolates belonging to Group 
II and its subclades were found in three highly active districts, Betafo, Manandri-
ana, and Ambositra (Figure A7-3, S1). As discussed above, Ambositra may also 
have been the district of origin for the highly successful subclade I.A. Overall, 
the Ambositra district was one of the two most diverse districts in our analysis, 
containing representatives from six different subclades (Figure A7-3, Table S1). 
This diversity is consistent with the Ambositra district’s status as one of the three 
most important plague districts in Madagascar (Chanteau et al., 1998; 2000).

The maintenance and spread of Y. pestis in Madagascar is a dynamic and 
highly active process, depending on the natural cycle between the black rat and 
its flea vectors as well as human activity. Y. pestis in Madagascar is maintained 
in multiple, genetically distinct, geographically separated subpopulations, likely 
via the black rat. The exact geographic landscape of these subpopulations is 
probably ever changing, with some subclades going extinct or decreasing in fre-
quency (e.g., subclade I.K), new subclades emerging and becoming established, 
and some subclades being transferred to new locations, where they may become 
established either temporarily or more long-term. Much of the long distance 
spread of Y. pestis in Madagascar is likely due to human activities that allow for 
the transport of plague infected rats and fleas from one location to another.
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A8

BIG DATA IN BIOLOGY: PITFALLS WHEN USING 
SHOTGUN METAGENOMICS TO DEFINE HYPOTHESES 

ABOUT MICROBIAL COMMUNITIES

Folker Meyer30 and Elizabeth M. Glass30

Introduction

Next-generation sequencing (NGS) has opened up access to genomic data 
from diverse microbial communities, and studies are emerging that cover a wide 
variety of systems (Gilbert et al., 2010; Human Microbiome Project, 2012; 
Nealson and Venter, 2007; Tara Expeditions, 2012; Terragenome Consortium, 
2012). A number of techniques are used to extract genome-based information ei-
ther using single reference genes (usually 16s rDNA) or random shotgun metage-
nomics using entire genomes. There is an abundance of reviews of the subject 
(Desai et al., 2012; Thomas et al., 2012). Systems such as MG-RAST (Meyer et 
al., 2008) now provide access to thousands of metagenomic data sets (see Figure 
A8-1).

However this newly found data richness is not without its challenges. The 
main problem stems from dramatic changes that converted an ecosystem that was 
until recently data poor, to one that is now overflowing with data. Environmental 
biology and molecular ecology went from being overwhelmed by several hundred 
megabytes of data generated in 2005 by the Global Ocean Survey (Nealson and 
Venter, 2007) to generating many terabytes of data in 2012. Biology and medi-
cine, however, lack the tradition and experience to handle big data—only a few 
areas such as cancer diagnosis have established stable pipelines and data formats 
that allow exchange.

Shotgun Metagenomics as an Example

Metagenomic shotgun sequencing using NGS technology can serve as a 
blueprint for how biology is and will be impacted by big data. With sequence data 
already significantly cheaper than the corresponding analysis (Wilkening et al., 
2009), and as the cost of sequencing drops by a factor of 10 annually, it seems 
clear that a paradigm shift will be required to handle data analysis and storage.

There is significant value in the comparative analysis of metagenomic data 
sets, yet comparison requires data sets to have undergone more or less the same 
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analytical processes. The existing paradigm of publishing the raw data and sum-
mary statistics in tabular form as auxiliary material does not allow any third par-
ties to benefit from the work already done; instead it requires any future authors 
to re-analyze data. Consider the Human Microbiome Project (Turnbaugh et al., 
2007) that has recently published more than 5 terabases of sequence data from 
172 human subjects. Any researcher attempting to compare their finding to the 
data will discover that they need to re-analyze all of the data.

As an interesting side note, the value and need for comparative analyses 
also necessitates asking questions of how the reviewing process was handled. 
Did the reviewers in fact take a look at any of the analysis performed, or did they 
take the results produced by a complex sequence analysis pipeline at face value? 
Often the information that was derived from the data is a product of a complex 
pipeline that was not described in sufficient detail. Further, the reviewer has no 
way to know whether the same results could be obtained from the same data. A 
rigorous review process cannot possibly be maintained under current mechanisms 
and requirements. The prohibitive cost renders such analyses effectively irrepro-
ducible. Thus, it is all the more critical to require detailed documentation of data 
handling in analyses.

FIGURE A8-1 The MG-RAST system has more than 58,000 metagenomic data sets 
totaling over 16.5 terabase pairs of information.

One of the key missing concepts is the notion of rigorous analysis of data 
quality prior to deriving any statements about biology from the data. Many factors 
contribute to data quality; in DNA sequencing, noise can be added at various steps 
in the pipeline. While some vendor-specific schemes exist to determine sequence 
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noise, in the past there were no generally accepted vendor-neutral ways to char-
acterize the noise in sequence data. For 16s rDNA-based amplicon metagenomic 
data, this has already led to a major debate over the amount of microbial diversity 
(Reeder and Knight, 2010), leading to a number of approaches that will de-noise 
sequence data prior to analysis (Quince et al., 2009; Reeder and Knight, 2010). 
For shotgun metagenomics the DRISEE approach (Keegan et al., 2012) provides 
a vendor-neutral estimate of sequence error. Interestingly, results show that the 
errors found are not specific to sequencing platforms; variations in quality within 
the platforms are significant, as highlighted by Figure A8-2.

Taking the data sets underlying Figure A8-2 as an example, the sequence 
analysis pipelines will be required to use different approaches for data with less 
than 1 percent error and with more than 45 percent error. The MG-RAST analysis 
pipeline was the first to include the examination of sequence quality systemati-
cally and to highlight sequence quality issues. A surprising amount of data sets 
submitted to the system are rejected initially because they are, for example, too 
low in quality or contain contamination.

FIGURE A8-2 The DRISEE error profiles for two anonymous projects with three shot-
gun libraries. The predicted cumulative error per position is plotted showing dramatic 
variation with the green data set near perfect and the purple data exceeding 40 percent 
error after 70 bases.

In addition to “low-level” sequence error, a number of other significant 
sources of problems exist. Tom Schmidt’s group described the existence of artifi-
cially duplicated reads in 454 data (Gomez-Alvarez et al., 2009). (These artifacts 
also exist in Ion Torrent and Illumina data.) If left uncorrected, such duplicates 
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lead to significant biases in the interpretation of sequence data, as some areas of 
sequence are misrepresented.

Other frequently found artifacts include leftover adapter sequences or primer 
di-mers (see Figure A8-3 for an example of both problems). Most researchers will 
agree that for a shotgun sample, a more or less even distribution of each base on 
each position of all reads is to be expected. Unfortunately, in cases that deviate 
from the expected distribution, as in Figure A8-3, the only information that can 
be derived from the sequence data is that the sequencing run has failed. Yet, the 
data shown in Figure A8-3 have been interpreted biologically and were accepted 
for publication.

FIGURE A8-3 A simple representation of average base abundance per base demonstrates 
that data are not distributed randomly. The four bases are represented green (A), blue (C), 
yellow (G), and red (T); black indicates a missing base call. In this (anonymous) data set, 
the first 53 base pairs contain an adapter. Note the peak of A’s (green) at positions 54–73, 
likely indicating the presence of poly-A artifacts in addition to the adapters.
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Once the potential obstacles with data quality have been eliminated, a num-
ber of bioinformatics tools can be used to predict genes of interest for down-
stream analysis. While significant progress has been made in recent years for the 
prediction of genes in more or less complete microbial genomes (Overbeek et 
al., 2007), the same cannot be said for the state of the art for predicting genes in 
noisy metagenomic data. Trimble et al. (2012) show that only one of the existing 
tools accounts for the possibility that sequences might contain sequencing error, 
despite that, as we have mentioned above, the presence of noise (or imperfect 
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data) is a reality in shotgun metagenomics where data are frequently not or only 
partially assembled.

A side effect of assuming all data to be perfect is the significant impairment 
of tool performance when tools are used on data with realistic error properties. 
This mismatch of assumption with reality leads to performance reductions of 10–
20 percent accuracy in the presence of 3 percent error (see Trimble et al., 2012).

Following gene prediction, functional assignments are computed by mapping 
the prediction features against a database of known proteins in some form. Again 
different pipelines apply different approaches; however, they all rely on some fla-
vor of sequence similarity searching (e.g., BLAST [Altschul et al., 2009], BLAT 
[Kent, 2002], HMMer [Eddy, 1998]). What all these approaches have in common 
is their failure to identify novelty. Any unknown gene will remain uncharacter-
ized, and a non-homologous replacement for a known protein function (no matter 
how important for the sample) will be represented as an unknown protein in the 
metagenomic analysis presented.

While this might present a problem in some cases, the majority of the pro-
tein databases contain a variety of annotations for proteins of the same function. 
Often, multiple annotations for proteins that are 100 percent sequence identical 
can be found (e.g., the alcohol dehydrogenase gene from various Streptococcus 
strains has 20 different annotations). While some annotations would be informa-
tive for a human reader, in the majority of cases, a computer would not be able 
to recognize the fact that the two functions described are identical. When com-
paring the relative abundance of alcohol dehydrogenase genes, results would be 
affected by the fact that several alcohol dehydrogenase genes would have slightly 
different names. As a result, annotations derived from similarity searches are less 
then useful for quantitative studies in microbial ecology unless carried out on a 
higher functional level as for example KEGG (Kanehisa, 2002) pathways or the 
very successful SEED subsystems (Overbeek et al., 2005). These higher-level 
aggregations subsume a significant number of genes in categories (e.g., KEGG 
pathways).

Using those categories to represent gene function abundance, we can rep-
resent the genetic material in environmental samples as an abundance vector, 
allowing cross-sample comparison of gene abundance. With the newly minted 
BIOM (McDonald et al., 2012) format, various existing tools, such as MG-RAST 
(Meyer et al., 2008) and QIIME (Caporaso et al., 2010) can be used together to 
analyze functional abundance data.

An Attempt to Estimate the Scale of the Problem

“Raw” sequence data can be transformed into abundance vectors that de-
scribe the abundance of specific gene categories in environmental samples. 
However even slight variations in one of the transforming steps will introduce 
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significant variations in the outcome, as would be the case for two data sets that 
have used different gene prediction algorithms with different levels of tolerance 
for sequence error.

Because there is no culture of sharing data beyond raw sequences in the 
INSDC archives, consumers of data from any specific study can either rely 
on tables published as auxiliary material with a study, or they can re-analyze 
the data. As mentioned before, the computational cost makes that undesirable 
(Wilkening et al., 2009), Imagine yourself in the position of comparing your 
data to the Human Microbiome Project jump-start project (described above). 
Instead of simply analyzing their own data, researchers would find themselves 
re-analyzing various other data sets they are using in comparison. While this 
type of approach was common in the early days of genomics and still is used for 
single microbial genomes—such as SEED (Aziz et al., 2008), IMG (Markowitz 
et al., 2006), and GenDB (Meyer et al., 2003)—using the same approach for more 
computationally demanding data types like metagenomes will lead to a situation 
in which groups are no longer limited by their ability to acquire sequence data, 
but by their ability to analyze it. While it is likely that metagenomic data analysis 
will undergo significant improvements (as compared to the improvements for 
individual microbial genomes discussed in Overbeek et al. [2007]), that will not 
suffice. With sequencing costs continuing to drop, data acquisition costs will soon 
be a small fraction of the data analysis cost.

Sharing of computational results (e.g., gene calling results, computed simi-
larities, and other intermediate data types) would alleviate this problem. But this 
only works if the community can agree on a small number of standard formats to 
represent the data, and only if the majority of the tools support those standards.

Ways Out of the Current Dilemma

While for the first time biology now has access to abundant data, the chal-
lenges in handling the data and using the data in a robust way to define new 
research hypotheses seem insurmountable. We have described the challenge of 
using big data in the context of metagenomics above.

A number of aspects to this challenge need to be addressed separately. 
Perhaps the most important aspect is a change of culture recognizing that in the 
presence of abundant data, the standard operating procedures from before are no 
longer sufficient. Among the things that need to change are data archives that 
now can no longer attempt to capture all data, computational approaches that 
need to take computational costs into account, and last but not least the individual 
researchers that need to learn that data analysis must be planned and budgeted 
for appropriately.
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One suggestion likely acceptable to most readers is that, in the presence of 
big data, computational data analysis needs to take a more prominent role in the 
training of the next generation of bio-scientists.

There are also some technical steps that can be taken to improve the current 
situation. Standards for describing sequence data have been established by the 
Genomics Standards Consortium (GSC) (Field et al., 2011). These standards are 
currently enabling data exchange at a hitherto unprecedented scale, enabling data 
consumption by many third parties for many purposes.

Based on these positive experiences, the GSC now has initiated a long-term 
project to define standards for sharing processed data. The results of this M5 
project will enable researchers to consume data from a published study for their 
analysis without having to re-analyze everything from scratch and yet allowing 
them to both change and understand all the fine details of these studies.

In addition, the M5 project aims to define encodings for data that will allow 
existing and new analysis service providers to exchange analyzed data. This abil-
ity will allow comparison of different analytical approaches and will help with the 
evolution of analysis approaches. We predict that this new openness will lead to 
more acceptance for the established analysis approaches and reduce the number 
of ad hoc analysis pipelines that reinvent analysis processes. By embracing the 
needed cultural changes, adhering to standards, and promoting openness, many 
third parties will be liberated to innovate like never before.
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HIGH-THROUGHPUT BACTERIAL GENOME SEQUENCING: 
AN EMBARRASSMENT OF CHOICE, A WORLD OF OPPORTUNITY31

Nicholas J. Loman,32 Chrystala Constantinidou,32 
Jacqueline Z. M. Chan,32 Mihail Halachev,32 Martin Sergeant,32 
Charles W. Penn,32 Esther R. Robinson,33 and Mark J. Pallen32

Abstract

Here, we take a snapshot of the high-throughput sequencing platforms, 
together with the relevant analytical tools, that are available to microbiolo-
gists in 2012, and evaluate the strengths and weaknesses of these platforms 
in obtaining bacterial genome sequences. We also scan the horizon of future 
possibilities, speculating on how the availability of sequencing that is ‘too 
cheap to metre’ might change the face of microbiology forever.

In bacteriology, the genomic era began in 1995, when the first bacterial 
genome was sequenced using conventional Sanger sequencing (Fleischmann et 
al., 1995). Back then, sequencing projects required six-figure budgets and years 
of effort. A decade later, in 2005, the advent of the first high-throughput (or 
“next-generation”) sequencing technologies signalled a significant advance in 
the ease and cost of sequencing (Metzker et al., 2005), delivering bacterial ge-
nome sequences in hours or days rather than months or years. High-throughput 
sequencing now delivers sequence data thousands of times more cheaply than 
is possible with Sanger sequencing. The availability of a growing abundance of 
platforms and instruments presents the user with an embarrassment of choice. 
Better still, vigorous competition between manufacturers has resulted in sustained 
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technical improvements on almost all platforms. This means that in recent years 
our sequencing capability has been doubling every 6–9 months—much faster 
than Moore’s law.

Here, we describe the sequencing technologies themselves, examine the 
practicalities of producing a sequence-ready template from bacterial cultures 
and clinical samples, and weigh up the costs of labour and kits. We look at the 
types of data that are delivered by each instrument, and describe the approaches, 
programs and pipelines that can be used to analyse these data and thus move from 
draft to complete genomes.

Several high-throughput sequencing platforms are now chasing the US$1,000 
human genome (Venter, 2010). Given that the average bacterial genome is less 
than one-thousandth the size of the human genome, a back-of-the-envelope cal-
culation suggests that a $1 bacterial genome sequence is an imminent possibility. 
In closing, we assess how close to reality the $1 bacterial genome actually is and 
explore the ways in which high-throughput sequencing might change the way 
that all microbiologists work.

A Variety of Approaches

High-throughput sequencing platforms can be divided into two broad groups 
depending on the kind of template used for the sequencing reactions. The earliest, 
and currently most widely used, platforms depend on the production of libraries 
of clonally amplified templates. These are produced through amplification of 
immobilized libraries made from a single DNA molecule in the initial sample. 
More recently, we have seen the arrival of single-molecule sequencing platforms, 
which determine the sequence of single molecules without amplification. Within 
these broad categories, there is considerable variation in performance—including 
in throughput, read length and error rate—as well as in factors affecting usability, 
such as cost and run time.

Template amplification technologies  In general terms, all of the platforms that 
are currently on the market rely on a three-stage workflow of library prepara-
tion, template amplification and sequencing (Figure A9-1). Library preparation 
begins with the extraction and purification of genomic DNA. Depending on the 
protocol, the amount of DNA required can vary from a few nanograms to tens 
of micrograms, meaning that success in this step depends on the ability to grow 
sufficient biomass. For some microorganisms, obtaining suitable DNA—in terms 
of quantity and quality—can prove difficult. Therefore, before using expensive 
reagents for library preparation and sequencing, it is advisable to confirm, by 
fluorometry, that DNA of sufficient quantity and quality has been obtained. How-
ever, purchasing a suitable instrument to do this adds to the costs of establishing 
a sequencing capability (Box A9-1).
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FIGURE A9-1 High-throughput sequencing platforms. The schematic shows the main 
high-throughput sequencing platforms available to microbiologists today, and the associ-
ated sample preparation and template amplification procedures. For full details, see main 
text. PGM, Personal Genome Machine. The tagmentation schematic is modified, with 
permission, from Adey et al. © (2010) BioMed Central.
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For shotgun sequencing, an initial fragmentation step is required to generate 
random, overlapping DNA fragments. Depending on the platform and applica-
tion, these fragments can range from 150 bp to 800 bp in length; size selection 
either involves harvesting from agarose gels or exploits paramagnetic-bead-based 
technology. The selected fragments must also be sufficiently abundant to provide 
comprehensive and even coverage of the target genome. Two types of fragmen-
tation are widely used: mechanical and enzymatic. Early protocols relied on 
mechanical methods such as nebulization or ultrasonication. Nebulization is an 



APPENDIX A 241

inexpensive method that can be easily adopted by any laboratory, but it results in 
large losses of input material and a broad range of fragment sizes, runs the risk 
of cross-contamination and cannot handle parallel processing. By contrast, ultra-
sonication instruments such as systems from Covaris or the Bioruptor systems 
from Diagenode allow parallel sample processing and minimize hands-on time 
and sample loss but come at a price that could be prohibitive for small laborato-
ries. Mechanically generated fragments require repair and end-polishing before 
platform-specific adaptors can be ligated to the ends of the target molecules. 
These adaptors act as primer-binding sites for the subsequent template amplifica-
tion reaction.

BOX A9-1 
The Add-on Cost of Sequencing

 The costs of sequencing instruments and reagents are not the only issues that 
need to be taken into account when setting up a sequencing facility for microbial 
applications. So, what else do you need? Well, first you have to buy a high-end 
fluorometer such as a Life Technologies Qubit (around US$2,000) and/or an Agi-
lent Technologies 2100 Bioanalyzer (around $18,000). Then, if you want to save 
time by parallel processing, you should consider investing in an ultrasonicator (for 
example, from Covaris, at around $45,000) and a liquid-handling robot (for ex-
ample, the Biomek FXP, at around $310,000, or one of the SPRIworks systems, at 
around $45,000; both from Beckman Coulter). To carry out sequencing on the 454 
GS FLX+ instrument from Roche, you need a bead counter for emulsion PCR (up 
to $20,000), and for the Genome Analyzer IIx or HiSeq machines from Illumina, 
you need to buy an Illumina cBot (~$55,000). For some platforms, you may have 
to buy additional centrifuges and/or rotors; for example, the ULTRA-TURRAX Tube 
Drive system from IKA ($1,000) is required by the Ion Torrent platform (from Life 
Technologies) if the OneTouch system is not used. You also need to buy a server 
to take receipt of the data coming off your instrument (for example, a $5,000 
desktop), and then a cluster of servers for analysing and storing the data (rang-
ing from $20,000 upwards). In addition, you may have to update your laboratory 
infrastructure by investing in a dedicated electrical connection and appropriate 
air-conditioning units for your sequencing instrument, and uninterruptible power 
supplies for your sequencer and servers. Most laboratories also want to invest in a 
backup solution that is both fast and available. This may be a mirrored set of hard 
drives, or even a shelf full of disconnected USB drives. Illumina offers a cloud-
based backup and basic-analysis solution called BaseSpace which can store 
sequence results as they are generated on the Illumina MiSeq. Currently, this is 
a free solution, but users are likely to have to pay a subscription in the future.

More recently, enzymatic methods have provided an alternative approach 
to producing random fragments of the desired length. These require less input 
DNA and offer easier, faster sample processing. Fragmentase (from New Eng-
land Biolabs) is a mixture of a nuclease, which randomly nicks double-stranded 
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DNA, and a T7 endonuclease, which cleaves the DNA. Together, these enzymes 
generate random double-strand DNA breaks in a time-dependent manner, allow-
ing the user to tailor protocols in order to obtain products of the required length. 
Adaptors can then be ligated to these fragments in the usual way. Tagmentation 
(Caruccio, 2011) is a promising transposase-based approach that, in a single step, 
fragments DNA and incorporates sequence tags, which then take the place of 
adaptors. Currently, the only available implementation of tagmentation is within 
the Nextera system, which is only available for the Illumina platform. Several 
companies have produced automated liquid-handling machines that greatly re-
duce the hands-on time required for fragmentation approaches but significantly 
increase costs (Box A9-1).

In addition to supporting fragment-based sequencing, all template amplifica-
tion platforms support mate pair sequencing, in which the ends of DNA fragments 
of a certain size (typical sizes are 3 kb, 6 kb, 8 kb or 20 kb) are joined together 
to form circular molecules. These molecules are then fragmented a second time. 
Fragments flanking the joins are then selected and end adaptors added. Sequenc-
ing through the joins provides valuable information about the location of se-
quences dispersed across the genome, facilitating assembly.

Paired-end sequencing has similarities to mate pair sequencing, but DNA 
fragments are sequenced from each end without the need for additional library 
preparation steps. The Illumina platform has direct support for paired-end se-
quencing. Short fragments that are less than the read length from the forward and 
reverse ends (for example, 180 bp fragments combined with 2 × 100 base se-
quencing) permits overlapping pseudo long reads to be generated. Alternatively, 
fragments of up to ~800 bp can be used. Longer fragments may result in a loss 
of amplification efficiency. The Ion Personal Genome Machine (PGM) (using the 
Ion Torrent platform, from Life Technologies) also has a bidirectional sequencing 
protocol that requires the removal of the chip after the initial run, a digestion step 
and a second sequencing run using a different sequencing primer. All platforms 
can handle PCR products, allowing adaptor sequences to be incorporated into 
the 5′ ends of primers.

For all platforms, it is highly advisable to assess the quality and quantity of 
the sequence library before subjecting it to amplification. Different instruments 
for quality assessment are recommended by different manufacturers. Examples 
include the 2100 Bioanalyzer (from Agilent Technologies), fluorometers such 
as the NanoDrop 3300 (from Thermo Scientific) or the Qubit (from Life Tech-
nologies), and quantitative PCR using any of a number of available quantitative 
PCR machines along with either own-design or commercially available assays. 
Purchasing a suitable instrument for this step can add several thousand dollars to 
the costs of establishing a sequencing capability (Box A9-1).

In preparation for amplification, template molecules are immobilized on a 
solid surface, which is a flow cell for sequencing with the Illumina platform and 
solid beads or ion sphere particles for other approaches. Simultaneous solid-phase 
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amplification of millions or billions of spatially separated template fragments 
prepares the way for massively parallel sequencing. For the Illumina platform, 
template amplification is automated and is performed either directly on the instru-
ment (for the MiSeq, and the HiSeq 2500 sequencer in rapid-run mode) or using 
the cBot, a separate instrument that is dedicated to this task (used in conjunc-
tion with the Genome Analyzer IIx and the HiSeq 2000 machine). Clusters are 
generated by bridge amplification on the surface of the flow cell. For platforms 
that use bead-based immobilization (the SOLiD [from Life Technologies], 454 
and Ion Torrent platforms), amplified template sequence libraries are prepared 
off-instrument, relying on an emulsion PCR, in which the beads are enclosed in 
aqueous-phase microreactors and are kept separated from each other in a water-
in-oil emulsion.

Sequencing chemistry  Although these platforms rely on a sequencing-by-
synthesis design, they differ in the details of the sequencing chemistry and the 
approach used to read the sequence. The Illumina sequencing platform depends 
on Solexa chemistry (Bentley et al., 2008), which includes reversible termina-
tion of sequencing products. In each sequencing cycle, a mixture of fluorescently 
labelled ‘reversible terminator’ nucleotides with protected 3′-OH groups (and a 
different emission wavelength for each nucleotide) is perfused across the flow 
cell. Wherever a complementary nucleotide is present on the template strand, the 
terminator is incorporated and imaged, and then the signal is quenched and the 
terminator nucleotide is chemically deprotected at the 3′-OH group.

The 454 and Ion Torrent sequencing platforms avoid the use of terminators. 
Instead, in each cycle a single kind of dNTP is flowed across the template. When 
there is base complementarity between the dNTP and the next available position 
in the template, the DNA polymerase incorporates the base onto the extending 
strand, liberating pyrophosphate and hydrogen ions. When there is no comple-
mentarity, DNA synthesis is halted temporarily; each type of dNTP is flowed 
across the template in turn according to the dispensing cycle, and DNA synthesis 
is thus re-initiated when the next complementary dNTP is added. The 454 plat-
form exploits a pyrosequencing approach (Margulies et al., 2005; Ronaghi et al., 
1998) whereby the presence of pyrophosphate is signalled by visible light as the 
result of an enzyme cascade. The order and intensity of the light peaks are re-
corded as “flowgrams.” The Ion Torrent platform relies on a modified silicon chip 
to detect hydrogen ions that are released during base incorporation; the resulting 
lack of reliance on imaging makes this platform the first “post-light” sequencing 
instrument (Rothberg et al., 2011).

The SOLiD platform (Valouev et al., 2008) and the platform from Complete 
Genomics (Drmanac et al., 2010) depend on sequencing by ligation. In this ap-
proach, fluorescent probes undergo iterative steps of hybridization and ligation 
to complementary positions in the template strand at the 5′ end of the extending 
strand, followed by fluorescence imaging to identify the ligated probe.
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Single-molecule sequencing  Single-molecule sequencing brings the promise 
of freedom from amplification artefacts as well as from onerous sample and 
library preparations. The HeliScope Single-Molecule Sequencer (from Helicos 
BioSciences) was the first platform for single-molecule sequencing to hit the 
market place in 2009 (Bowers et al., 2009). This technology applies one-colour 
reversible-terminator sequencing to unamplified single-molecule templates. How-
ever, this platform has been hampered by its high price and poor instrument sales 
and, following the delisting of the company from the stock market, there are 
significant doubts over the future of the platform.

More recently, Pacific Biosciences has delivered “real-time sequencing,” 
in which dye-labelled nucleotides are continuously incorporated into a growing 
DNA strand by a highly processive, strand-displacing φ29-derived DNA poly-
merase (Eid et al., 2009). Each DNA polymerase molecule is tethered within a 
zero-mode waveguide detector, which allows continuous imaging of the labelled 
nucleotides as they enter the strand (Levene et al., 2003).

Choosing a Platform

High-end instruments  The high-throughput sequencing market presents the user 
with a challenging choice between bulky, expensive high-end instruments and the 
new generation of bench-top instruments (Tables A9-1, A9-2). The high-end 
machines include PacBioRS (from Pacific Bioseciences), the HiSeq instruments, 
Genome Analyzer IIx, the SOLiD 5500 series and the 454 GS FLX+ system. 
These deliver a high throughput and/or long read lengths but come with set-up 
costs of hundreds of thousands of dollars, placing them beyond the reach of the 
average research laboratory or even department. These machines are thus only 
suitable for large sequencing centres or core facilities. This raises the important 
question of where an ‘average’ microbiologist should source sequencing from.

These instruments can deliver dozens to thousands of bacterial genomes 
per run, as illustrated by several high-impact publications on bacterial genomes 
and metagenomes (Harris et al., 2012; Hess et al., 2011; Mutreja et al., 2011; 
Qin et al., 2010). However, to achieve efficiencies in time and cost, optimum 
sequencing of microbial samples on such instruments requires onerous and ex-
pensive bar-coding and multiplexing of samples and/or subdivision of runs (for 
example, through gaskets or the use of single channels on the Illumina platform), 
as well as a sophisticated scheduling system. Compare sequencing a single hu-
man genome with the equivalent sequencing throughput for 1,000 average-sized 
bacterial genomes: although the sequencing run itself may be comparable in both 
scenarios, >1,000 samples and libraries need to be prepared for the bacterial run, 
compared with just one for the human genome. The costs and effort involved in 
sequencing 1,000 bacterial genomes therefore vastly outweigh the requirements 
for sequencing a single human genome, so the hasty calculation that one human 
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genome-sequencing project equates to 1,000 bacterial genome-sequencing proj-
ects starts to look rather optimistic.

Bench-top instruments  Three modestly priced bench-top instruments with 
throughputs and workflows that are well suited to microbial applications have 
recently hit the market. The 454 GS Junior was released in early 2010 and is 
a smaller, lower-throughput version of the 454 GS FLX+ machine, exploiting 
similar emulsion PCR and pyrosequencing approaches but with lower set-up and 
running costs (Loman et al., 2012). The Ion PGM was launched in early 2011 
and saw almost immediate use in the crowd-sourced analysis of the Shiga toxin-
producing Escherichia coli (STEC) outbreak in Germany (Rohde et al., 2011; 
Mellmann et al., 2011). This platform has also shown the greatest improvement 
in performance in recent months: an assembly for the STEC outbreak strain was 
generated in May 2011 using data from five Ion Torrent 314 chips and consisted 
of more than 3,000 contigs, whereas comparable data from a single newer 316 
chip assembled into fewer than 400 contigs. The MiSeq, which began to ship to 
customers in late 2011, is based on the existing Solexa chemistry but has dramati-
cally reduced run times compared with the HiSeq (hours rather than days). This 
is made possible by the use of a smaller flow cell, leading to a reduced imaging 
time and faster microfluidics.

Each of these bench-top instruments is capable of sequencing a whole bacte-
rial genome in days. The performance of all three instruments was recently com-
pared by sequencing a British isolate from the German STEC outbreak of 2011 
(Loman et al., 2012). In this evaluation, all three bench-top sequencing platforms 
generated useful draft genome sequences with assemblies that mapped to ≥95% 
of the reference genome, so by these criteria all could be judged fit for purpose. 
However, no instrument was able to generate accurate one-contig-per-replicon 
assemblies that might equate to a finished genome.

The MiSeq was found to have the highest throughput per run, lowest error 
rate and most user-friendly workflow of the three instruments: hands-on time is 
low because template amplification is carried out directly on the instrument with-
out manual intervention. However, a paired-end 150-base sequencing run took 
more than 27 hours. The MiSeq is notable for being able to sequence fragments 
from both ends (paired-end mode) without changes to the library preparation 
stage or additional intervention during sequencing.

The 454 GS Junior produced the longest reads (mean 522 bases) and gener-
ated the least fragmented assemblies but had the lowest throughput and a cost-
per-base that was at least one order of magnitude higher than the cost for the other 
two platforms. The Ion PGM delivered the fastest throughput per hour (80–100 
Mb) and had the shortest run time (around 3 hours) but also had the shortest 
reads (mean 121 bases), although kits producing 200 bases have since been made 
available for this instrument. The Ion PGM and 454 GS Junior were both prone 
to making mistakes in homopolymeric tracts, and these mistakes caused assembly 
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errors that resulted in frame-shifts in coding regions, even when data were as-
sembled at high read coverage.

Coping with the Data

The high-end sequencing platforms make considerable demands on the lo-
cal information technology infrastructure in terms of data tracking and analysis, 
short-term storage and long-term archiving. Bench-top instruments have more 
modest information technology requirements. However, each platform delivers 
data in a slightly different format, and saying that one has sequenced a bacterial 
genome means different things on different platforms and can create difficul-
ties when comparing or combining data generated on different platforms (Table 
A9-2).

There are two main analytical approaches to the exploitation of high-
throughput sequencing data: reads can be aligned—that is, mapped—to a known 
reference sequence or subjected to de novo assembly. The choice of strategy 
depends on the read length obtained (short reads are better mapped to a refer-
ence), the availability of a good reference sequence and the intended biological 
application (for example, genomic epidemiology versus pathogen biology).

To document genetic variation in the genomes of multiple highly related 
strains, a mapping approach is efficient and often sufficient. In this situation, 
sequence variants can be called by aligning reads to a reference genome using 
short-read-mapping tools (see Supplementary information S1 (table)). A mapping 
approach is problematic when dealing with reads from repetitive regions or from 
parts of the genome that are absent from the reference genome, or when a closely 
related reference genome is unavailable.

De novo assembly is more informative when dealing with a new pathogen or 
a new strain of a well-known pathogen. Sequencing errors can have a significant 
impact on assembly. When platforms produce random errors, the effect of these 
errors on assembly can be overcome by increasing the depth of coverage. How-
ever, when errors are systematic and occur in predictable contexts (for example, 
in homopolymers), increasing the depth of coverage is unlikely to help, and it 
may be necessary to sequence the troublesome regions using an alternative tech-
nology. Very high-quality, near complete references may be obtained by a hybrid 
approach, such as in recent studies combining Pacific Biosciences and Illumina 
data (Bashir et al., 2012; Koren et al., 2012).

A variety of commonly used assemblers is now available (see Supplementary 
information S1 (table)), ranging from the platform specific (for example, Newbler 
from Roche) to the more generally applicable (for example, MIRA (Chevreax, 
et al., 2004), Velvet (Zerbino and Birney, 2008), and the CLC Genomics Work-
bench from CLC Bio). De novo assemblies can be compared using Mauve (Dar-
ling et al., 2004) or Mugsy (Angiuoli and Salzberg, 2011), and the assemblies 
can be manually examined using the Tablet viewer (Milne et al., 2010). For 
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annotation of assemblies, Glimmer (Delcher et al., 1999) works well for coding-
sequence prediction, while tRNAScan-SE (Schattner et al., 2005) and RNAmmer 
(Lagesen et al., 2007) work well for stable-RNA prediction. There are numerous 
pipelines for automatic annotation of de novo assemblies, including RAST (Aziz 
et al., 2008), IMG/ER (Markowitz et al., 2009) and the IGS Annotation Engine 
(developed by the Institute for Genome Sciences, University of Maryland School 
of Medicine, USA), although care must be taken when interpreting results from 
such services, as the public databases used contain annotation errors that are then 
propagated to newly sequenced genomes (Richardson and Watson, 2012).

For microbial applications, all of the above programs run quickly (in minutes 
or hours) and are not particularly processor intensive. Some workflows combine 
a series of programs and provide an accessible interface for microbiologists 
who are not bioinformatics specialists. For example, xBASE-NG provides a 
“one-stop shop” for assembly, annotation and comparison of bacterial genome 
sequences (Chaudhuri et al., 2008). Sophisticated phylogenetic analyses are more 
demanding and may be beyond the capability of the average research group. 
One particular issue when constructing bacterial whole-genome phylogenies 
is the clouding of phylogenetic signal by recombination events and homoplasy 
(Marttinen et al., 2012). Algorithms such as ClonalFrame (Didelot and Falush, 
2007) and ClonalOrigin (Didelot et al., 2010) take multiple whole-genome align-
ments as input and attempt to identify blocks of recombination. These approaches 
are computationally very expensive, and there is no “off the shelf” solution to 
comparing hundreds or thousands of bacterial genomes. There is a growing inter-
est in alignment-free approaches for constructing bacterial phylogenies, as it is 
thought that these approaches may help address the computational challenges of 
these analyses (Köser et al., 2012).

A recurring problem with data from high-throughput sequencing is meeting 
the requirement, as stipulated by journals and funders, that data be lodged in the 
public domain. Unannotated assembled sequences can be uploaded to conven-
tional sequence databases, such as GenBank, fairly easily. However, submission 
of annotated sequences can be onerous, slowing down the process of publication 
even further. Submission of sequence reads to short-read archives may be ham-
pered by slow data transfer rates, and it remains uncertain how sustainable such 
archives will prove to be in the future. There may come a time when the easiest 
way to obtain such data will be to re-sequence the sample, rather than upload, 
archive and retrieve large data sets.

Current Applications and Future Prospects

High-throughput sequencing has already transformed microbiology. Rapid, 
low-cost genome sequencing has helped make genomic epidemiology a reality, 
allowing us to track the spread of pathogens through hospitals (Köser et al., 2012; 
Lewis et al., 2010), communities (Gardy et al., 2011; Mellmann et al., 2011; 
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Rohde et al., 2011) and across the globe (Beres et al., 2010; Harris et al., 2011; 
Mutreha et al., 2011). High-throughput sequencing has already had a huge impact 
on our understanding of microbial evolution, whether within a single patient over 
years or decades (for example, Pseudomonas aeruginosa in a patient with cystic 
fibrosis [Cramer et al., 2011]) or globally across the centuries (for example, in-
fluenza virus in the 1918 influenza pandemic [Dunham et al., 2009] or mediaeval 
Yersinia pestis in the Black Death [Bos et al., 2011]). Genome sequences have 
even been obtained from single microbial cells (Woyke et al., 2009).

There are many applications beyond mere genome sequencing. High-
throughput sequencing has opened up new avenues for sequence-based profiling 
and metagenomics of complex microbial communities, including those associated 
with human health and disease (Hess et al., 2011; Qin et al., 2010). Particularly 
exciting is the promise of culture-independent approaches to pathogen discovery 
and detection (Lipkin, 2010). In the research laboratory, sequencing is taking 
over from microarrays as the method of choice for studying gene expression (us-
ing RNA sequencing (RNA-seq)) (Passalacqua et al., 2009; Sharma et al., 2010; 
Sorek and Cossart, 2010), mutant libraries (using Tn-seq and transposon-directed 
insertion site sequencing (TraDIS)) (Langridge et al., 2009; van Opinjnen et al., 
2009) and protein–DNA interactions (using chromatin immunoprecipitation fol-
lowed by sequencing (ChIP–Seq)) (Grainger et al., 2009).

So, what does the future hold? For current platforms, we can expect to see 
cheaper, easier library preparation methods and ever-higher sequencing through-
puts. However, with the arrival of transformative new technologies (Branton 
et al., 2008) (Box A9-2), this might be seen as tinkering around the edges. The 
tipping point has already been reached such that the staff and infrastructure costs 
of handling and analysing sequence data outweigh the costs of generating that 
data. If the promise of portable, single-molecule, long-read-length sequencing 
bears fruit and these technologies show the same steady increase in functionality 
and cost-effectiveness that we have seen with earlier high-throughput sequenc-
ing platforms, we could be just a few years away from user-friendly, “$1-a-pop” 
bacterial genome sequencing.

As we have argued elsewhere (Pallen and Loman, 2011), high-throughput se-
quencing may well be poised to make a decisive impact on clinical microbiology, 
but there are still many difficulties to be overcome—for example, in presenting 
complex information to clinicians, in agreeing common formats for data sharing, 
in integrating genomics with clinical informatics and clinical practice, in bench-
marking novel technologies and in gaining regulatory approval (from the US 
FDA and other bodies) for clinical applications of these technologies. One thing 
is certain: thanks to the expected relentless progress in sequencing technology, 
microbiology in the next 20 years will look nothing like it does now.
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BOX A9-2 
Oxford Nanopore: The Game Changer?

	 In February 2012, at a conference in the United States, the British com-
pany Oxford Nanopore Technologies announced a new, near-market “strand 
sequencing” technology that exploits protein nanopores embedded in an industri-
ally fabricated polymer membrane. As a DNA strand is fed through a nanopore 
by a processive enzyme, the trinucleotides in contact with the pore are detected 
through electrochemistry.
	 The manufacturers have already claimed that they can sequence the 50 kb 
phage λ genome on both strands, and they claim that there is no theoretical read 
length limit. They also claim that sequencing can be paused, the sample recov-
ered and replaced, and sequencing then started again. Plus, there is no need for 
onerous sample preparations: sequences can be read directly from blood (and 
probably also bacterial lysates).
	 Oxford Nanopore Technologies has announced two products, both scheduled 
to ship in late 2012. The MinION is a disposable US$900 sequencer housed in 
a USB stick, with 512 nanopores, each capable of running 120–1,000 bases per 
minute per pore for up to 6 hours. The MinION can generate 150 Mb of sequence 
per hour, all without fluidics or imaging, and bases are streamed live to a laptop 
through the USB connection. The GridION is a rack-mountable sequencer with 
2,000 nanopores and is capable of generating tens of gigabases over 24 hours. 
Both machines promise astonishing read lengths at low cost and with minimal 
sample preparation. However, this technology currently suffers from a high error 
rate (~4%) that is chiefly due to deletion errors but, according to their February 
2012 press conference, the manufacturers are confident that they can fix this.
	 How will access to a disposable sequencer change the way we do microbiol-
ogy? With no capital costs or cumbersome set-up and installation, this technology 
certainly has the power to democratize sequencing even further. Will prices fall 
enough for it to be worth sequencing one bacterial genome per MinION, or will 
the long read lengths mean that we can mix samples and then disaggregate the 
genomes with little effort? If read lengths really can be obtained in the ≥100 kb 
range, then all the existing problems of short-read assembly in genomics and 
metagenomics will be rendered obsolete.
	 Furthermore, we can now take the sequencer to the patient’s bedside or out 
into the field. Microbial ecologists need no longer depend on molecular bar codes 
such as the 16S rRNA gene when they can have whole genomes instead, and 
latter-day John Snows can use disposable sequencing, not just to detect cholera, 
but also to track its evolution and spread.
	 Of course, the reality may not match the hype, and we eagerly await the first 
independent evaluation of this technology. But if the dream comes true, most of 
the rest of this article will soon be redundant.
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A10

EVIDENCE FOR SEVERAL WAVES OF GLOBAL TRANSMISSION 
IN THE SEVENTH CHOLERA PANDEMIC34

Ankur Mutreja,35,* Dong Wook Kim,36,37,* Nicholas R. Thomson,35,* 
Thomas R. Connor,35 Je Hee Lee,36,38 Samuel Kariuki,39 

Nicholas J. Croucher,35 Seon Young Choi,36,38 Simon R. Harris,35 
Michael Lebens,40 Swapan Kumar Niyogi,41 Eun Jin Kim,36 T. Ramamurthy,41 
Jongsik Chun,38 James L. N. Wood,42 John D. Clemens,36 Cecil Czerkinsky,36 

G. Balakrish Nair,41 Jan Holmgren,40 Julian Parkhill,35 and Gordon Dougan35

Vibrio cholerae is a globally important pathogen that is endemic in many 
areas of the world and causes 3–5 million reported cases of cholera every 
year. Historically, there have been seven acknowledged cholera pandemics; 
recent outbreaks in Zimbabwe and Haiti are included in the seventh and on-
going pandemic (Chin et al., 2011). Only isolates in serogroup O1 (consisting 
of two biotypes known as “classical” and “El Tor”) and the derivative O139 
(Chun et al., 2009; Hochhut and Waldor, 1999) can cause epidemic cholera 
(Chun et al., 2009). It is believed that the first six cholera pandemics were 
caused by the classical biotype, but El Tor has subsequently spread globally 
and replaced the classical biotype in the current pandemic (Chin et al., 2011). 
Detailed molecular epidemiological mapping of cholera has been compro-
mised by a reliance on sub-genomic regions such as mobile elements to infer 
relationships, making El Tor isolates associated with the seventh pandemic 
seem superficially diverse. To understand the underlying phylogeny of the 
lineage responsible for the current pandemic, we identified high-resolution 
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markers (single nucleotide polymorphisms; SNPs) in 154 whole-genome 
sequences of globally and temporally representative V. cholerae isolates. 
Using this phylogeny, we show here that the seventh pandemic has spread 
from the Bay of Bengal in at least three independent but overlapping waves 
with a common ancestor in the 1950s, and identify several transcontinental 
transmission events. Additionally, we show how the acquisition of the SXT 
family of antibiotic resistance elements has shaped pandemic spread, and 
show that this family was first acquired at least ten years before its discovery 
in V. cholerae.

Main

Whole-genome analysis is perhaps the ultimate approach to building a robust 
phylogeny in recently emerged pathogens, through the identification of SNPs 
and other rare genetic variants (Harris et al., 2010). Therefore, we sequenced the 
genomes of 136 isolates of V. cholerae, the causative agent of several million 
cholera cases each year (http://www.who.int/mediacentre/ factsheets/fs107/en/). 
These sequences, including 113 isolates from the seventh pandemic, were added 
to 18 previously published genomes (CDC, 2010; Chin et al., 2011; Chun et al., 
2009) to produce a global genomic database from isolates collected in the course 
of a century. We included representative El Tor isolates collected in the past four 
decades and compared these to previously reported and novel genome sequences 
of both classical and non-O1 types (Chin et al., 2011; Chun et al., 2009).

The sequence reads were mapped to the reference sequence of El Tor N16961 
(Heidelberg et al., 2000), a seventh-pandemic V. cholerae that was isolated in 
Bangladesh in 1975 (see footnote to Supplementary) and the resulting consensus 
tree identified eight distinct phyletic lineages (L1–L8, see Supplementary Fig. 
1 and Supplementary Table 1 for strain and lineage information), six of which 
incorporated O1 clinical isolates. The classical isolates formed a distinct, highly 
clustered group (L1), distant from the El Tor isolates of the seventh pandemic 
(L2). It is clear from Supplementary Fig. 1 that the classical and El Tor clades did 
not originate from a recent common ancestor and instead seem to be independent 
derivatives with distinct phylogenetic histories, consistent with previous propos-
als (Chun et al., 2009). Isolates of L4 share a common ancestor with previously 
reported non-conventional O1 isolates (Chun et al., 2009) (Supplementary Fig. 
2), and are likely to have acquired the O1 antigen genes by a recombination event 
onto a genetically distinct genome backbone. Isolates of L7 also have a distinct 
backbone, whereas L2, L3 (USA Gulf coast strains), L5, L6 and L8 share a more 
“El-Tor-like” genome backbone, and the L1 backbone is of the “classical” type.

Genome-wide SNP analysis showed that the 123 El Tor isolates in the L2 
cluster (Supplementary Fig. 1) differed from the reference by only 50–250 SNPs. 
With this large sample size we were able to construct a high-resolution phylog-
eny that shows unequivocally that the current pandemic is monophyletic and 
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originated from a single source, providing a framework for future epidemiologi-
cal and phenotypic analysis of V. cholerae, including transmission-tracking and 
typing.

FIGURE A10-1 A maximum-likelihood phylogenetic tree of the seventh pandemic lin-
eage of V. cholerae based on SNP differences across the whole core genome, excluding 
probable recombination events. The pre-seventh-pandemic isolate M66 was used as an 
outgroup to root the tree. Branches are coloured on the basis of the region of isolation of 
the strains. The branches representing the three major waves are indicated on the far right. 
The nodes representing the MRCAs of the seventh pandemic, and subsequent waves 2 
and 3, are indicated with arrows and labelled with inferred dates. The presence and type 
of CTX and SXT elements in each strain are shown to the right of the tree. The presence 
of toxin-linked cryptic (TLC) and repeated sequence 1 (RS1) elements is shown, but their 
number and position, respectively, are arbitrarily assigned. Cases of sporadic interconti-
nental transmission are marked A–D. The dates shown are the median estimates for the 
indicated nodes, taken from the results of the BEAST analysis. The scale is given as the 
number of substitutions per variable site; asterisks indicate that no data were available.

Predicted recombined regions were identified, and along with genomic is-
lands and mobile genetic elements, these were initially excluded from the phy-
logenetic analysis of seventh-pandemic isolates, to determine the underlying 
phylogeny. Notably, analysis of the tree (Figure A10-1; see Supplementary Fig. 3 
for a tree with strain names) provides clear evidence of a clonal expansion of the 
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lineage, with a strong temporal signature. This is most clearly illustrated by the 
fact that the most divergent isolates from the N16961 reference are represented 
by the oldest seventh-pandemic isolate in our collection, A6, collected in 1957, 
together with the most recent Haitian isolates (CDC, 2010) from late 2010. We 
performed a linear regression analysis on all the L2 isolates to calculate the rate 
of SNP accumulation on the basis of the date of isolation and the root-to-tip dis-
tance. The shape of the tree and temporal signatures in Fig. A10-1 show a very 
consistent rate of SNP accumulation, 3.3 SNPs year−1 (R2 = 0.73, Supplementary 
Fig. 4) in the core genome, emphasizing the tree’s robustness and utility for trans-
mission studies. The only exception to this is V. cholerae A4, a repeatedly pas-
saged laboratory strain that was originally isolated in 1973 (Supplementary Figs 
3 and 4). The estimated rate of mutation for our seventh-pandemic V. cholerae 
collection was 8.3×10−7 SNPs site−1 year−1: between 5 and 2.5 times slower than 
the rate estimated for recent clonal expansions of some other human-pathogenic 
bacteria (Croucher et al., 2011; Harris et al., 2010).

The seventh-pandemic tree can be subdivided into three major groups or 
clades by clustering using Bayesian analysis of population structure (Corander 
et al., 2003, 2008) (shown as waves 1–3 in Figure A10-1); this clustering is 
mostly consistent with the cholera toxin (CTX) type of the three clades, which 
represent independent waves of transmission. Although examples of genetic 
determinants differentiating these three CTX types have previously been pub-
lished (Safa et al., 2010), they have not been put into a phylogenetic context, 
undermining efforts to investigate the evolutionary aspects of their emergence. 
Perhaps as a result, there has been substantial uncertainty in naming new CTX 
types as they have been discovered. Our data shows that the first CTX type is 
canonical CTX El Tor and we propose that it is renamed CTX-1; for the other 
two we propose a new expandable nomenclature and class them as CTX-2 and 
CTX-3 (Supplementary Table 2).

Isolates spanning A18 to PRL5 (the lower clade in Figure A10-1) represent 
wave 1, covering about 16 years (1977–1992). All isolates in this group lack the 
integrative and conjugative element (ICE) of the SXT/R391 family, encoding 
resistance to several antibiotics (Garriss et al., 2009; Wozniak et al., 2009). It is 
within this time period that seventh-pandemic cholera occurred in South America 
(Heidelberg et al., 2000). Our data show that the South American isolates form a 
discrete cluster, which also includes a single Angolan isolate collected in 1989. 
The position of the Angolan isolate at the base of the South American group 
indicates that transmission to South America may have been via Africa, as previ-
ously proposed (Lam et al., 2010). We used BEAST (Drummond et al., 2006) 
to translate evolutionary distance in SNPs into time (Supplementary Fig. 5) and 
this indicated that transmission to South America is likely to have occurred be-
tween 1981 and 1985. The branch harbouring this West African–South American 
(WASA) clade is distinguished from all other V. cholerae by the acquisition of 
novel VSP-2 genes (O’Shea et al., 2004) and a novel genomic island that we 



APPENDIX A	 261

have denoted WASA1 (Supplementary Table 3). Notably, the Angolan isolate A5 
and all the South American isolates are discriminated by just ten SNPs. Based 
on the accumulation rate of 3.3 SNPs year−1 (Supplementary Fig. 4), the 3-year 
time period between the isolation of A5 and the oldest South American isolate 
included in this study, A32, is consistent with previous studies indicating that 
cholera spread as a single epidemic (Lam et al., 2010).

The first acquisition of an SXT/R391 ICE lies at the point of transition from 
the wave-1 cluster to the wave-2 cluster. Using our dated phylogeny (Supplemen-
tary Fig. 5) (Drummond et al., 2006), we were able to date this transition and the 
first acquisition of SXT/R391 ICE to 1978–84, ten years before its discovery in 
O139 strains, which also fits with the otherwise surprising discovery of SXT in a 
Vietnamese strain isolated before 1992 (Bani et al., 2007). This date would also 
correspond to the most recent common ancestor (MRCA) of the O1 and O139 
serogroup isolates. Analysis of the diversity of the common regions of SXT/R391 
ICEs in our seventh-pandemic collection (Supplementary Fig. 6) shows that they 
are discriminated by 3,161 SNPs, compared to only 1,757 SNPs used to define the 
core whole-genome phylogeny in Figure A10-1. This indicates either that there 
have been several recombination events within these ICEs, or that they have been 
acquired independently several times on the tree (Garriss et al., 2009). Isolates 
from wave 2 represent a discrete cluster that shows a complex pattern of acces-
sory elements in the CTX locus (Figure A10-1) and a wide phylogeographical 
distribution. It is also notable that isolates collected in Vietnam in 1995–2004 and 
strain A109 are the only wave-2 isolates studied from this time period that lack 
an SXT/R391 ICE. We examined the genomic locus in these clones that marks 
the point of insertion of SXT/R391 ICE in all other V.  cholerae isolates and 
found no remnants of this conjugative element, which may have been lost from 
this lineage (no “scar” in DNA sequence is expected after the precise excision 
of SXT/R391 ICE).

Ignoring the CTX-related genomic regions, the seventh-pandemic L2 isolates 
show relatively little evidence of recombination either within or from outside the 
tree. On the basis of the SNP distribution, 1,930 out of 2,027 SNPs (Supplemen-
tary Table 4) are congruent with the tree, leaving 97 homoplasies that could be 
due to selection or homologous recombination among the L2 isolates. Only 270 
SNPs were predicted to be due to homologous recombination from outside the 
tree. The only two branches in which the SNP distribution indicated considerable 
recombination were those leading to the WASA cluster (Supplementary Fig. 7) 
and the O139 serogroup. Aside from the acquisitions of CTX and the SXT/R391 
ICEs, we found evidence of gene flux affecting only 155 other genes (Supple-
mentary Figs 8 and 9 and Supplementary Table 3).

Also represented in our collection are two isolates of serogroup O139, which 
are known to have arisen from a homologous replacement of their O-antigen 
determinant into an El Tor genomic backbone (Chun et al., 2009; Hochhut 
and Waldor, 1999; Lam et al., 2010). CTX types that are different from El Tor, 
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classical, CTX-2 and CTX-3 have been reported for the O139 serogroup (Basu 
et al., 2000; Faruque and Mekalanos, 2003; Faruque et al., 2000; Nair et al., 
1994); however, the phylogenetic position of the two strains included in this study 
shows that O139 was derived from O1 El Tor and therefore represents another 
distinct but spatially restricted wave from the common source.

We were also able to date the ancestor of the El Tor seventh-pandemic 
lineage, L2, as having existed in 1827–1936 (Supplementary Fig. 5), which is 
consistent with the predicted date of origin from the linear regression plot (1910, 
Supplementary Fig. 4). This also corresponds well with the date of isolation of 
the first El Tor biotype strain in 1905 (Cvjetanovic and Barua, 1972).

It is apparent from Figure A10-1 that V. cholerae wave 1, which spread glob-
ally, was later replaced by the more geographically restricted wave 2 and wave 
3, a phenomenon supported by local clinical observations and phage analysis 
(Safa et al., 2010). This also reflects the fact that V.  cholerae epidemics since 
2003–2010 have been restricted to Africa and south Asia. Notably, the rates of 
SNP accumulation calculated independently for wave 1, wave 3 and wave 2 (2.3, 
2.6 and 3.5 SNPs year−1 respectively) are consistent with the rate calculated over 
the whole collection period (Supplementary Fig. 4).

The clonal clustering of L2 isolates, the constant rate of SNP accumulation 
and the temporal and geographical distribution support the concept that the sev-
enth pandemic has spread by periodic radiation from a single source population 
located in the Bay of Bengal, followed by local evolution and ultimately local 
extinction in non-endemic areas. This is evidenced by the disappearance of 
wave-1 isolates, followed by the independent expansion of waves 2 and 3, both 
derived from the same original population, occurring within seven years of each 
other. These two waves are clearly distinguished from the first by the acquisi-
tion of SXT/R391 ICEs (Figure A10-1). Plotting the intercontinental spread of 
each wave onto the world map (Figure A10-2) clearly shows that the V. cholerae 
seventh pandemic is sourced from a single, restricted geographical location but 
has spread in overlapping waves. In these ancestral waves, there are at least four 
recent long-range transmission events (A–D in Figure A10-1), in which isolates 
clearly share a common ancestor with recent strains at distant locations, indicat-
ing that such events are not uncommon. The most recent example of this is the 
Haitian outbreak, in which strains share a very recent common ancestor with 
south-Asian strains at the tip of wave 3. The number of SNP differences, even 
at whole-genome resolution, between the Haitian and the most closely related 
Indian and Bangladeshi strains is very low. This demonstrates that the Haitian 
strains must have come from south Asia, at most within the last six years. How-
ever, the limited discrimination means that it may prove challenging to make 
country-specific inferences as to the origins of the Haitian strains on the basis of 
DNA sequence alone. For such conclusions to be robust, great care must be taken 
in the selection of samples for analysis.
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Despite clear evidence of sporadic long-range transmission events that are 
likely to be associated with direct human carriage, the overall pattern seen in our 
data is one of continued local evolution of V. cholerae in the Bay of Bengal, with 
several independent waves of global transmission resulting in short-term epidem-
ics in non-endemic countries. Although our sample set is substantial, there are 
clearly areas where geographical coverage is limited. However, the structure of 
the tree, with deep branches between the major waves, means that increasing the 
number of strains and the resolution further should only identify further indepen-
dent waves of transmission. Indeed, we cannot rule out the possibility of an El 
Tor population persisting or evolving as a new wave of the seventh pandemic; for 
example, in areas such as China that were not sampled in this study.

One notable factor in the ongoing evolution of pandemic cholera was the 
acquisition of the SXT/R391-family antibiotic resistance element. The clinical 
use of the antibiotics tetracycline and furazolidone for cholera treatment started 
in 1963 and 1968 respectively, about 15 years before our prediction of the first 
acquisition of an SXT/R391 ICE (1978–1984). Our analysis provides a robust 
framework for elucidating the evolution of the seventh pandemic further, and for 
studying the local evolution, particularly in the Bay of Bengal, that has such a 
key role in the evolution of cholera.

Methods

Genomic Library Creation and Multiplex Sequencing

Unique index-tagged libraries for each sample were created, and up to 12 
separate libraries were sequenced in each of eight channels in Illumina Genome 
Analyser GAII cells with 54-base paired-end reads. The index-tag sequence in-
formation was used for downstream processing to assign reads to the individual 
samples (Harris et al., 2010).

Detection of SNPs in the Core Genome

The 54-base paired-end reads were mapped against the N16961 El Tor refer-
ence (accession numbers AE003852 and AE003853) and SNPs were identified 
as described in Croucher et al. (2011). The unmapped reads and the sequences 
that were not present in all genomes were not considered a part of the core ge-
nome, and therefore SNPs from these regions were not included in the analysis. 
Appropriate SNP cutoffs were chosen to minimize the number of false-positive 
and false-negative calls; SNPs were filtered to remove those at sites with a SNP 
quality score lower than 30, and SNPs at sites with heterogeneous mappings 
were filtered out if the SNP was present in fewer than 75% of reads at that site. 
From the seventh-pandemic data set, high-density SNP clusters indicating pos-
sible recombination were excluded (Croucher et al., 2011). In total, 2,027 SNPs 
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were detected in the core genome of the El Tor lineage. Of these, 270 SNPs 
were predicted to be due to recombination. Removing these provided a data set 
characterized by 1,757 SNPs: these were used to produce the final phylogeny.

Comparative Genomics

Raw Illumina data were split to generate paired-end reads, and assembled 
using a de novo genome-assembly program, Velvet v0.7.03 (Zerbino et al., 2008), 
to generate a multi-contig draft genome for each of 133 V. cholerae strains (Harris 
et al., 2010). The overlap parameters were optimized to give the highest N50 
value. Because seventh-pandemic V.  cholerae strains are closely related in the 
core, Abacas (Assefa et al., 2009) was used to order the contigs using the N16961 
El Tor strain as a reference, followed by annotation transfer from the reference 
strain to each draft genome (Harris et al., 2010). Using the N16961 sequence as 
a database to perform a TBLASTX (Altschul et al., 1990) for each draft genome, 
a genome comparison file was generated that was subsequently used in the Arte-
mis comparison tool (Carver et al., 2008) to compare the genomes manually and 
search for novel genomic islands.

Phylogenetic Analysis

A phylogeny was drawn for V. cholerae using RAxML v0.7.4 (Stamatakis, 
2006) to estimate the trees for all SNPs called from the core genome. The general 
time-reversible model with gamma correction was used for among-site rate varia-
tion for ten initial trees (Harris et al., 2010). USA Gulf coast strains A215 and 
A325, which have substantially different core genomes from all other strains in 
our collection, were used as an outgroup to root the global phylogeny (Supple-
mentary Fig. 1), whereas a pre-seventh-pandemic strain, M66 (accession numbers 
CP001233 and CP001234), and strain A6 (from our collection), were used to root 
the seventh-pandemic phylogenetic tree (Figure A10-1).

CTX Prophage Analysis

For each strain, the CTX structure and the sequence of rstA, rstR and ctxB 
was determined as in Lee et al. (2009) and Nguyen et al. (2009).

Linear Regression and Bayesian Analysis

The phylogram for the seventh pandemic was exported to Path-O-Gen v1.3 
(http://tree.bio.ed.ac.uk/software/pathogen) and a linear regression plot for iso-
lation date versus root-to-tip distance was generated. The same plot was also 
constructed individually for the three waves, but A4, being a laboratory strain, 
was excluded from the latter analysis.
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The presence of three waves was checked, and their makeup was determined, 
using a BAPS analysis performed on the SNP alignment containing the unique 
SNP patterns from the seventh-pandemic isolates. The program was run using 
the BAPS individual mixture model, and three independent iterations were per-
formed using an upper limit for the number of populations of 20, 21 and 22 to 
obtain optimal partitioning of the sample. The dates for the acquisition of SXT 
and the ancestors of the three waves were inferred using the Bayesian Markov 
chain Monte Carlo framework BEAST (Drummond and Rambaut, 2007). We 
used the final SNP alignment with recombinant sites removed and fixed the tree 
topology to the phylogeny produced by RAxML, as described above. We used 
BEAST to estimate the rates of evolution on the branches of the tree using a re-
laxed molecular clock (Drummond et al., 2006), which allows rates of evolution 
to vary amongst the branches of the tree. BEAST produced estimates for the dates 
of branching events on the tree by sampling dates of divergence between isolates 
from their joint posterior distribution, in which the sequences are constrained by 
their known date of isolation. The data were analysed using a coalescent constant 
population size and a general time-reversible model with gamma correction. The 
results were produced from three independent chains of 50 million steps each, 
sampled every 10,000 steps to ensure good mixing. The first 5 million steps of 
each chain were discarded as a burn-in. The results were combined using Log 
Combiner, and the maximum clade credibility tree was generated using Tree 
Annotator, both parts of the BEAST package (http://tree.bio.ed.ac.uk/software/
beast/). Convergence and the effective sample-size values were checked using 
Tracer 1.5 (available from http://tree.bio.ed.ac.uk/software/tracer). ESS values 
in excess of 200 were obtained for all parameters.

Nomenclature

The seventh-pandemic cholera strains were clearly distinguished by three 
waves and we therefore propose their CTX types to be CTX-1, CTX-2 and 
CTX-3 under the new nomenclature scheme (see Supplementary Table 2). Our 
nomenclature system is expandable and would be suitable for naming any new 
seventh-pandemic V. cholerae strains. With CTX-1 representing canonical El 
Tor, we followed the rationale: (1) For CTX-1 to CTX-2, because there was a 
shift of rstREl Tor to rstRClassical, rstAEl Tor to rstAClassical + El Tor and ctxBEl Tor to 
ctxBClassical, we called it CTX-2; (2) for CTX-1 to CTX-3, because there was a 
shift of ctxBEl Tor to ctxBClassical, we called it CTX-3; (3) for CTX-3 to CTX-3b, 
because there was only one SNP mutation in ctxBClassical from CTX-2 and rest 
was identical, we called it the next variant of CTX-3, which is CTX-3b.

In summary, if there is a shift of any gene from one biotype to another, the 
new CTX will be called CTX-n: thus the next strains fitting these criteria will 
be called CTX-4. However, if there is a mutation(s) that does not lead to a shift 
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of the gene to another biotype gene, CTX-1b, CTX-1c or CTX-2b; CTX-2c or 
CTX-3b; CTX-3c and so on should be followed as appropriate.

Methods Summary

Genomic libraries were created for each sample, followed by multiplex 
sequencing on an Illumina GAIIx analyser. The 54-base paired-end reads ob-
tained were mapped against N16961 El Tor as a reference and SNPs in the core 
genome were identified as described in Methods. The SNPs were used to draw a 
whole coregenome phylogeny as described in Harris et al. (2010). The final SNP 
alignment was used to perform BEAST (Drummond et al., 2006) analysis and to 
confirm the output of linear regression analysis. The three cholera waves reported 
in the seventh-pandemic phylogeny were confirmed using BAPS (Corander et al., 
2003, 2008). The raw Illumina data were also assembled de novo (see Methods) 
so that pairwise genome comparisons could be made. A new and expandable 
nomenclature system describing the CTX trends seen in the last 40 years was 
proposed following the rationale described in Methods.

Full methods and any associated references are available in the online ver-
sion of the paper at www.nature.com/nature.
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MULTI-PARTNER INTERACTIONS IN CORALS 
IN THE FACE OF CLIMATE CHANGE43

Koty H. Sharp44,* and Kim B. Ritchie45

Abstract

Recent research has explored the possibility that increased sea-surface tem-
peratures and decreasing pH (ocean acidification) contribute to the ongoing 
decline of coral reef ecosystems. Within corals, a diverse microbiome exerts 
significant influence on biogeochemical and ecological processes, including food 
webs, organismal life cycles, and chemical and nutrient cycling. Microbes on 
coral reefs play a critical role in regulating larval recruitment, bacterial coloniza-
tion, and pathogen abundance under ambient conditions, ultimately governing 
the overall resilience of coral reef systems. As a result, microbial processes may 
be involved in reef ecosystem-level responses to climate change. Developments 
of new molecular technologies, in addition to multidisciplinary collaborative 
research on coral reefs, have led to the rapid advancement in our understanding 
of bacterially mediated reef responses to environmental change. Here we review 
new discoveries regarding (1) the onset of coral-bacterial associations; (2) the 
functional roles that bacteria play in healthy corals; and (3) how bacteria influ-
ence coral reef response to environmental change, leading to a model describ-
ing how reef microbiota direct ecosystem-level response to a changing global 
climate.
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Introduction

The health of coral reefs is declining on a global scale and continues to be 
threatened by overfishing and habitat destruction. Anthropogenically induced 
global climate change has been identified as a significant threat to these sensitive 
ecosystems. As temperatures rise, bleaching and diseases are increasing, and ex-
cess atmospheric carbon dioxide is greatly altering reef ecosystems by changing 
seawater chemistry through decreases in pH (Anthony et al., 2011).

In a recent review, Bosch and McFall-Ngai (2011) highlight the significance 
of viewing animals as “metaorganisms”—multicellular organisms consisting of 
a macroscopic host and multiple microorganisms that interact synergistically to 
shape the ecology and evolution of the entire association. In this sense, the term 
metaorganism can be applied to a broad range of animal-microbe symbioses, 
ranging from humans to sponges (Bosch and McFall-Ngai, 2011). Coral research 
within this perspective has revolutionized the way that researchers study corals. 
In scleractinian (hard) corals, the term “holobiont” (Knowlton and Rohwer, 2003) 
was adapted to indicate that corals are dynamic, multi-domain assemblages con-
sisting of an animal host, symbiotic dinoflagellates in the genus Symbiodinium, 
bacteria, archaea, fungi, and viruses (Rohwer et al., 2001, 2002; Stat et al., 2006; 
Wegley et al., 2007; Thurber et al., 2009). The term metaorganism is especially 
useful for describing corals and reflecting that corals’ response to environmental 
change is driven by physiological interactions among the various microorganisms 
associated with the tissue, skeleton, and mucous layer. Corals harbor Symbio-
dinium, which provides fixed carbon to the host via photosynthesis, serving as 
the trophic foundation for coral reef ecosystems. It has been proposed that corals 
have additionally evolved to exploit specific bacterial metabolic capabilities that, 
in turn, directly modulate the survival of the coral holobiont in the marine envi-
ronment (Zilber-Rosenberg and Rosenberg, 2008). An extensive characterization 
of the diverse microorganisms in corals will guide our understanding of the ecol-
ogy of corals and coral reef ecosystems in response to a changing global climate.

Coral microbiology is a rapidly growing area of study. Early culture-based 
studies of coral-associated bacteria provided a foundation from which genomics, 
metagenomics, and transcriptomics approaches were established in corals, lead-
ing to exciting new advances in our current understanding of the diversity and 
dynamics of coral-associated bacterial communities. Evidence is accumulating 
that bacteria have an enormous influence on coral health and resilience, par-
ticularly with respect to changing reef environments (Azam and Worden, 2004; 
Rosenberg et al., 2007; Bourne et al., 2009; Ainsworth et al., 2010; Garren and 
Azam, 2012). The field of marine microbial ecology underwent a revolution in 
the 1990s, when culture-independent molecular techniques revealed that bacte-
rial diversity from culture-based assessments was largely underestimated (Azam, 
1998). Studies of persistent associations between corals and bacteria, both ben-
eficial and pathogenic, were enhanced by new methods and approaches from this 
revolution. Those techniques were adopted by coral microbiologists, resulting in 
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the discovery that particular components of bacterial communities are specific to 
some coral host species (Rohwer et al., 2002).

The cost and time associated with characterizing these complex bacterial 
assemblages initially posed a challenge to scientists attempting to identify pat-
terns of diversity across a large scale. However, the gradually decreasing cost and 
increasing efficiency of high-throughput methods, including 454 pyrosequencing 
technology, allowed researchers to perform community 16S rRNA gene profiling 
and metagenome sequencing in a broad range of coral specimens. Recent appli-
cations of 16S pyrosequencing in corals have produced hundreds of thousands 
of 16S sequences—in contrast to hundreds of sequences from cloning methods. 
Results from pyrosequencing-based studies provide evidence of the presence of 
“coral-specific” groups of bacterial ribotypes (Reis et al., 2009; Kvennefors et al., 
2010; Sunagawa et al., 2010; Ceh et al., 2011). Experiments investigating the 
bacterial component of coral surface mucous layers suggest that the composition 
of bacterial communities in coral mucus is distinct from other surface-associated 
biofilms and is influenced by the physical and biochemical properties of the mu-
cus (Barott et al., 2011; Sweet et al., 2011b). Although corals maintain specific 
groups of bacteria, variation among individuals of a coral species may occur ac-
cording to location (Guppy and Bythell, 2006; Littman et al., 2009; Kvennefors 
et al., 2010; Ceh et al., 2011).

Bacterial communities are maintained in microhabitats within an individual 
coral host, spatially structured within chemical micro-niches, or compartments, 
in the skeleton, tissues, and surface mucous layer of corals (Rohwer et al., 2001, 
2002; Daniels et al., 2011; Sweet et al., 2011a). This spatial microheterogeneity is 
similar to previously described trends in the speciation of the dinoflagellate Sym-
biodinium in branching acroporid corals (Rowan and Knowlton, 1995). With that 
in mind, new collection techniques and apparatuses have recently been developed 
to enable collection from specific compartments of the coral, with minimized 
contamination by bacteria from other compartments (Sweet et al., 2011a).

Recent research surveying bacterial communities in a large number of ma-
rine sponges suggests that bacteria detected in sponges can be classified in three 
categories (Schmitt et al., 2011): core (groups of bacteria that are shared across 
many sponges), species-specific (groups of bacteria that are specific to certain 
sponge hosts), and variable (groups of bacteria that are transiently associated 
with the host, probably due to passive attachment from seawater). The recent 
composition analyses of bacterial assemblages in corals indicate that a similar 
classification scheme can be applied to coral-associated bacteria. An interesting 
difference between corals and sponges is that while many sponges have been 
documented to transmit diverse, specific bacterial communities in their gametes 
or larvae (Schmitt et al., 2007; Sharp et al., 2007), most corals appear to acquire 
specific bacteria from the seawater each generation (Apprill et al., 2009; Sharp 
et al., 2010). The mechanisms by which corals selectively and specifically recruit 
their core and specific bacterial components are largely undescribed, but they 
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likely involve the physical properties and the chemical structure of the mucous 
layer, which is thought to be unique in specific coral species (Bythell and Wild, 
2011). Bacteria that successfully colonize the mucus are, in turn, involved in 
cycling nutrients and organic compounds in corals and on the reefs, and the resi-
dent microbes have the potential to modulate the bacterial community structure 
in coral mucus and tissue.

Here we review recent advances in the study of the coral metaorganism and 
specifically address (1) the onset of coral-bacterial associations; (2) the func-
tional roles that bacteria play in healthy corals; and (3) how bacteria influence 
coral reef response to environmental change. These new discoveries are the basis 
for a model of how coral-associated and reef-inhabiting microbiota influence 
ecosystem-level responses to global climate change.

Onset of Coral-Bacterial Associations

The Caribbean coral Porites astreoides has been shown to transmit a bacte-
rial component to its offspring (Sharp et al., 2012). However, this seems to be an 
exception to the rule in scleractinian corals. In eight other coral species that have 
been examined (Apprill et al., 2009; Sharp et al., 2010), corals do not appear to 
inherit bacteria from parents; rather, bacterial colonization occurs in planula lar-
vae or post-settlement stages. Many bacterial phylotypes detected in planulae and 
post-settlement stages of P. astreoides have also been documented in the adult 
(Wegley et al., 2007), suggesting that corals acquire specific bacterial phylotypes.

Exploration of bacterial communities in early life stages of corals has not 
only provided new information about bacterial infection in corals, but it has also 
simplified analysis of diversity and dynamics of bacterial communities in corals 
across spatiotemporal scales. In contrast to their adult counterparts, swimming 
planula larvae of most corals have not yet accumulated a high bacterial load from 
the surrounding environment or by feeding (Apprill et al., 2009; Sharp et al., 
2010); as a result, it is more tractable to characterize and quantify the associ-
ated bacterial component in these larvae. Similar phylogenetic clades of bacteria 
were detected in 16S rRNA gene sequence clone libraries from multiple larval 
specimens of the Caribbean coral Porites astreoides (Sharp et al., 2012) and in 
the Pacific coral Pocillopora meandrina (Apprill et al., 2009), suggesting that 
some groups of bacteria are common across different coral species. A number of 
bacterial types have been commonly detected in multiple species of corals, but 
of particular interest are those belonging to the phylum α-proteobacteria (Apprill 
et al., 2009; Raina et al., 2009; Sharp et al., 2012). The α-proteobacteria (par-
ticularly the Roseobacteriales) are abundant in the oceans, often constituting a 
third of the bacterioplankton (Wagner-Dobler and Biebl, 2006). This same group 
of bacteria is also closely associated with phytoplankton, including the dinofla-
gellate coral endosymbiont Symbiodinium (Webster et al., 2004). Many of these 
bacteria, now classified as Ruegeria spp., were originally designated Silicibacter 
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spp. (Yi et al., 2007). It is unknown whether these bacteria play a functional 
role in corals, but their consistent detection in early life stages of corals and in 
seawater during coral spawning may be an indication that they are significant to 
the health of larvae, or even to adult colonies (Apprill et al., 2009; Apprill and 
Rappe, 2011; Sharp et al., 2012).

New research focusing on the molecular basis of bacterial colonization of the 
coral tissues or surface mucous layer indicates that coral mucous biofilm commu-
nities are a result of selection processes driven by the coral holobiont rather than 
by incidental attachment by bacteria in the seawater (Sweet et al., 2011b). This 
is consistent with recent findings from studies in the cnidarians Hydra, in which 
researchers found that the composition of the surface-associated bacterial com-
munity is driven directly by host metabolism and production of compounds in the 
surface layer of Hydra (Augustin et al., 2010). It is likely that there are specific 
molecules that influence colonization in the coral mucous layer. Lectin-mediated 
uptake of Symbiodinium has been demonstrated in corals (Wood-Charlson et al., 
2006), but very little is known about bacterial uptake or invasion in corals.

Functional immunological molecules with bacterial binding capacity have 
been found in corals, describing a means by which the host may control as-
sociated microbial composition (Kvennefors et al., 2008; Kvennefors and Roff, 
2009). Molecules that control the activities of other coral-associated microbes 
are thought to be derived from the coral host and in some cases from the asso-
ciated bacteria (Ritchie, 2006; Teplitski and Ritchie, 2009; Vidal-Dupiol et al., 
2011a,b). As previously described in a broad range of other animal-microbe 
systems (McFall-Ngai et al., 2012), molecules that direct bacterial infection of 
animal tissue-associated bacteria may be conserved, regardless of whether the 
bacteria are beneficial, commensal, or pathogenic.

Role of Bacteria in Health of Coral and Coral Reefs

Recent coral microbiology research has described how bacterial communi-
ties contribute to the overall physiology and ecology of apparently healthy corals. 
These discoveries were made possible both by new molecular technologies and 
by novel fieldwork-based approaches. Bacteria within corals govern the biogeo-
chemical cycling within coral tissues. In addition, bacteria on surfaces in the 
reef environment influence and facilitate settlement of coral larval, and resident 
microbes in corals play a role in defining the composition of the bacterial com-
munity in corals.

Studies over the past several years indicate that coral-associated bacteria 
influence biogeochemical cycling within corals and on reefs. Metagenomic data 
from the bacterial fraction of DNA from the coral Porites astreoides indicate the 
presence of numerous genes capable of degrading diverse aromatic compounds 
(Wegley et al., 2007). Coral-associated bacteria have been shown to be involved 
in cycling mucous-derived particulate and dissolved organic compounds in the 
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reef environment (Wild et al., 2004, 2009; Huettel et al., 2006). In addition, the 
bacterial metagenome of P. astreoides consists of genes encoding enzymes in-
volved in cycling nitrogen via nitrogen fixation, ammonification, nitrification, and 
denitrification (Wegley et al., 2007). The detection of bacterial nitrogen fixation 
genes is consistent with previous biochemical research in which cyanobacterial 
nitrogen fixation was detected (Lesser et al., 2007). Further research focusing on 
nifH gene diversity in two species of Montipora (Olson et al., 2009) suggests that 
nitrogen-fixing bacteria in corals are not limited to cyanobacteria but also belong 
to taxa representing the α-, β-, γ-, and δ-proteobacterial classes (Olson et al., 
2009). Bacteria have been shown to be significant players in transforming nitro-
gen (Fiore et al., 2010) as well as sulfur and carbon compounds (Ferrier-Pages 
et al., 2001; Raina et al., 2009; Kimes et al., 2010) in corals and on coral reefs.

Bacteria outside of the coral animal also exert influence on the behavior 
of corals during their early life stages. Particular species of crustose coralline 
algae (CCAs) have been shown to facilitate larval settlement of the threatened 
coral species Acropora cervicornis and A. palmata in the Florida Keys and the 
Caribbean (Ritson-Williams et al., 2010). The integration of microbiological and 
chemical ecology approaches suggests that the facilitation of larval settlement by 
CCAs may be regulated by bacteria growing in biofilms on the surface of CCAs 
(Negri et al., 2001; Webster et al., 2004; Tebben et al., 2011). To date, all of the 
CCA-associated bacteria implicated in inducing coral metamorphosis and settle-
ment belong to the γ-proteobacteria. A strain of the γ-proteobacterium Pseudoal-
teromonas sp. isolated from the surface of the CCA species Hydrolithon onkodes 
induces significant levels of larval metamorphosis in the corals Acropora willisae 
and A. millepora in laboratory experiments (Negri et al., 2001). Researchers 
have recently shown that exposure to Pseudoalteromonas isolates cultured from 
Negoniolithon fosliei and Hydrolithon onkodes significantly increases rates of 
metamorphosis on the Pacific coral Acropora millepora (Tebben et al., 2011). 
Bioassay-guided isolation identified the inductive molecule as tetrabromopyrrole 
(Tebben et al., 2011). Other strains of Pseudoalteromonas and Thalassomonas 
have also been shown to induce larval settlement and metamorphosis in the coral 
Pocillopora damicornis (Tran and Hadfield, 2011). Not all tested isolates of Pseu-
doalteromonas and Thalassomonas were inductive in that study, indicating that 
the ability to induce settlement is taxon-specific. In addition, the isolation source 
of the bacteria (algal surface vs. coral surface) was not linked to the strains’ in-
ductive properties (Tran and Hadfield, 2011). Together, these studies indicate that 
coral recruitment and successful larval attachment and metamorphosis (which is 
crucial for continued repopulation of coral reef ecosystems) is strongly governed 
by the activity of specific bacteria in reef environments.

Recent research has focused on the role of bacteria native to the coral surface 
mucous layer that control bacterial colonization within the mucus, ultimately 
regulating resistance to disease. Corals have been shown to protect themselves 
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against pathogen infection via the presence of allelopathic properties in the 
mucus (Geffen and Rosenberg, 2005; Ritchie, 2006) or the coral tissue (Koh, 
1997; Kelman et al., 2006; Gochfeld and Aeby, 2008). However, antimicrobial 
assays with numerous Red Sea corals reveal that the capabilities of coral species 
for antibiotic production are highly variable (Kelman et al., 2006). Bacteria iso-
lated from corals are able to inhibit the colonization and growth of many other 
types of bacteria, including potentially invasive coral pathogens (Reshef et al., 
2006; Ritchie, 2006; Wegley et al., 2007; Gochfeld and Aeby, 2008; Nissimov 
et al., 2009; Shnit-Orland and Kushmaro, 2009; Sharon and Rosenberg, 2010; 
Kvennefors et al., 2012). In addition, the presence of a high number of genes 
involved in antibacterial compound biosynthesis have been detected in metage-
nomes from multiple corals (Wegley et al., 2007; Thurber et al., 2009). It is not 
clear to what extent these bacteria and the metabolites they produce play a role 
in community structure. In situ antibiotic production by bacteria is known to be 
a means of securing a niche by controlling microbial populations competing for 
the same resources (Nielsen et al., 2000; Rao et al., 2005). It is therefore likely 
that bacteria in and on the coral host govern the dynamics of coral microbiota.

Although the mechanisms by which mucous-associated bacteria prevent 
pathogenic infection are still unknown, the data indicate that a sophisticated 
system of bacterial cell-cell chemical signaling known as quorum sensing (QS) 
may be involved in microbial pathogenesis in corals. QS is modulated by small 
diffusible compounds called autoinducers, which are molecules that, when ac-
cumulated to a threshold concentration within a diffusion-limited environment, 
result in synchronized group behaviors. This density-dependent regulation allows 
bacterial populations to act in unison, effectively magnifying their ecological 
impact. Though the cell-cell communication systems differ among bacterial 
species, QS has been demonstrated to regulate many bacterial behaviors, includ-
ing biofilm formation, antibiotic production, bioluminescence, and pathogenesis 
(Ng and Bassler, 2009), and it commonly drives important interactions between 
bacterial communities and their hosts (Rasmussen and Givskov, 2006; Dobretsov 
et al., 2009).

Quorum sensing in bacterial pathogens is the mechanism by which viru-
lence genes are expressed relative to pathogen density in the host, thereby ini-
tiating a coordinated attack once bacterial cell numbers reach a critical mass 
(Dobretsovet al., 2009). Both eukaryotes and prokaryotes have evolved to recog-
nize and counter QS in pathogens, and there is evidence that eukaryotic signal-
mimics can stimulate QS responses in bacteria (Teplitski et al., 2011). Other 
bacteria can counter-attack by producing quorum-quenching acylases or lac-
tonases that break down signaling molecules (Teplitski et al., 2011). In addition 
to the signal-degrading enzymes, eukaryotes can inhibit or activate bacterial QS 
by producing compounds that mimic QS signals. For example, Rajamani et al. 
(2008) demonstrated that lumichrome, a derivative of the vitamin riboflavin that 
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is produced by the unicellular alga Chlamydomonas reinhardtii (as well as other 
prokaryotes and eukaryotes) can interact with the bacterial receptor for QS sig-
nals and elicit QS responses.

Quorum sensing may inhibit or activate pathogenesis, antibiotic production, 
exoenzyme production, and attachment by beneficial bacteria within coral tissues 
and on surfaces. Coral extracts contain compounds capable of interfering with 
QS activities (Skindersoe et al., 2008; Alagely et al., 2011) that may be involved 
in regulating the colonization of coral mucus by pathogens, commensal bacteria, 
or beneficial bacteria. The source of this activity is difficult to pinpoint and could 
originate from the coral, the dominant endosymbiont, or any associated bacte-
ria. Alagely et al. (2011) recently showed that both coral- and Symbiodinium-
associated bacteria alter swarming and biofilm formation in the coral pathogen 
Serratia marcescens. These phenotypes are typically controlled by QS, although 
inhibition of QS by these isolates remains to be demonstrated. There are few 
studies on the in situ roles of QS in corals, but this process is likely to be used in 
both pathogenesis and mutualistic interactions (Krediet et al., 2009a,b; Teplitski 
and Ritchie, 2009; Tait et al., 2010). While it is clear that at least some coral-
associated commensals and pathogens produce QS signals under laboratory con-
ditions (Tait et al., 2010; Alagely et al., 2011), it is not clear whether these signals 
accumulate to threshold concentrations in natural environments.

It is feasible that Symbiodinium spp. also produce signaling molecules that 
control bacterial cell-cell communication, which would influence the specific 
complement of bacteria that associate with corals. Perhaps bacterial species-
specificity in corals is, in part, driven by Symbiodinium within the coral, but this 
has yet to be tested. The potential for Symbiodinium to be a source of antibacterial 
compounds in corals represents an aspect of bioactive compound production that 
is not yet described. It is likely that the source of antibacterial activity in corals 
is a combination of allelopathic chemicals produced by the coral, by associated 
bacteria, or by endosymbiotic dinoflagellates. In a study conducted by Marquis 
et al. (2005), eggs from 11 coral species were tested for antibacterial activity, 
and the only species exhibiting antibiotic activity was the one coral species in 
the study that incorporates Symbiodinium into the egg before the egg is released, 
suggesting a potential allelopathic contribution of Symbiodinium. It is also pos-
sible that coral-associated bioactive compounds are derived from bacteria whose 
presence or activity is influenced by Symbiodinium, but this has yet to be tested.

Role of Bacteria in Reef Ecosystem Responses to Environmental Change

The latest research on how coral-associated bacterial communities mediate 
responses of corals and coral reef ecosystems to environmental change addresses 
shifts in both the phylogenetic structure and metabolic capabilities of bacterial as-
semblages in corals. Multiple approaches and tools from microbiology, molecular 
biology, microscopy, and chemical ecology have been used to identify the role 
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of bacterial communities in response to threats such as increased sea-surface 
temperature, increased organic carbon and nutrient levels in seawater, increased 
macroalgal and cyanobacterial cover on reefs, and decreased seawater pH.

Rising sea-surface temperatures are linked to increases in coral diseases 
worldwide. However, the study of microbial coral diseases has been challenging 
due to many factors including microbial dynamics in the marine environment, 
the complications of proving unequivocal disease causation, and insufficient 
diagnostic tools (Pollock et al., 2011; Weil and Rogers, 2011). Some bacteria 
identified as coral pathogens include Serratia marcescens (Sutherland et al., 
2011), Aurantimonas coralicida (Denner et al., 2003), and a consortium of bac-
terial and cyanobacteria phylotypes that make up what is known as Black Band 
Disease (Sekar et al., 2008). The most common bacteria present and problematic 
for corals are members of the Vibrionaceae that have been implicated in coral 
bleaching (Kushmaro et al., 1997; Ben-Haim and Rosenberg, 2002) and a myriad 
of coral diseases (Patterson et al., 2002; Frias-Lopez et al., 2003, 2004; Kline 
et al., 2006; Cervino et al., 2008). The Vibrionaceae are a common but diverse 
group of heterotrophic marine bacteria, collectively referred to as vibrios. Vib-
rios have been shown to be present in higher abundance on coral surfaces before 
obvious signs of distress (Ritchie, 2006; Mao-Jones et al., 2010). This group 
includes human pathogens and benign planktonic and animal-associated marine 
bacteria. Bleaching of the scleractinian coral Oculina patagonica in the eastern 
Mediterranean Sea was shown to be caused by Vibrio shiloi (Kushmaro et al., 
1997). Vibrio coralliilyticus was isolated from bleached corals of the genus Po-
cillopora damicornis and shown to cause coral bleaching and tissue sloughing 
(Ben-Haim and Rosenberg, 2002). In these pathogens, toxin production and the 
ability to infect coral tissue have a strong temperature dependence (Kushmaro 
et al., 1997; Ben-Haim and Rosenberg, 2002). Vibrio dynamics are affected 
by water temperature and salinity, yet little else is known about environmental 
drivers of their abundance and distribution in the marine environment (Johnson 
et al., 2010). These organisms are often cultured rapidly and are able to utilize 
a wide range of carbon sources, suggesting that the biogeochemical significance 
of vibrios may vary with the nutrient state of the environment (Thompson et al., 
2004). Some reef organisms are thought to be vectors for coral disease agents, 
specifically vibrios. These include organisms that come into contact with, or feed 
on, corals such as fireworms, snails, and corallivorous fishes (Weil and Rogers, 
2011). Several recent reviews offer a comprehensive summary of the occur-
rence and possible environmental determinants of coral diseases (Rosenberg 
et al., 2009; Pollock et al., 2011; Weil and Rogers, 2011). Research on processes 
governing pathogen dynamics, abundance, and pathogenesis has informed us on 
coral defense mechanisms.

The coral surface mucous layer and its resident microbes appear to be sig-
nificant in defending corals from microbial diseases. Mucus harvested from the 
coral Acropora palmata during a period of increased seawater temperatures does 
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not exhibit significant antibiotic activity compared to mucus sampled at lower 
temperatures (Ritchie, 2006). This suggests that the protective capacity of some 
corals may be lost when temperatures increase, providing a mechanism to explain 
how increased temperatures lower coral resistance and increase susceptibility to 
diseases. In addition, when temperatures increase, the dominant bacterial flora 
in coral mucus shifts from antibiotic-producing bacteria to pathogens (Ritchie, 
2006). This finding indicates that a balance of potentially beneficial microbes 
may be important for the overall physiological health of reef corals. Rising sea-
surface temperatures can cause a breakdown of coral-Symbiodinium symbiosis. 
In addition, shifting seawater temperatures can simultaneously affect interactions 
among other microbes, particularly bacteria present in or on the coral, rendering 
the host susceptible to opportunistic or secondary infection by certain bacteria 
(Ritchie, 2006; Lesser et al., 2007). Research on the Pacific coral Acropora 
millepora indicates that after bleaching (the loss of Symbiodinium) there is a 
dramatic shift to a Vibrio-dominated community (Bourne et al., 2007), but it is 
unclear whether the bacterial communities are responding to the absence of the 
Symbiodinium, to physiological changes in the coral host, or to the increased 
light and sea-surface temperature. Following bleaching-induced coral mortality, 
nitrogen-fixing bacteria increase in abundance on coral skeletons (Holmes and 
Johnstone, 2010). The resulting increase in available nitrogen in the seawater 
has the potential to affect the growth of macroalgae and other nitrogen-limited 
primary producers, including benthic cyanobacteria (Holmes and Johnstone, 
2010). Taken together, these results demonstrate that temperature stress and coral 
bleaching have the potential to alter the composition and metabolism of coral-
associated bacterial assemblages, with significant impacts on the health of corals 
and coral reef communities.

As a result of heightened fishing pressure, decline in herbivore populations, 
and increased nutrient levels, reefs are undergoing a “phase shift” from coral-
dominated ecosystems to algal-dominated ecosystems (Pandolfi et al., 2003). 
Overgrowth by turf macroalgae and benthic cyanobacteria has been documented 
on adult coral colonies on reefs (Ritson-Williams et al., 2005). Concern is grow-
ing for how this shift in ecosystems affects bacterial communities within coral 
reefs (Dinsdale et al., 2008). Recent research demonstrates that allelochemicals 
from macroalgae and benthic cyanobacteria have the potential to mediate shifts 
in abundance and community composition of microbiota associated with adult 
corals (Morrow et al., 2011). When tested against a library of strains isolated 
from algal surfaces, from mucus of the Caribbean corals Montastraea faveolata 
and Porites astreoides in direct contact with algal surfaces, and from the mucus 
without direct contact of algae, chemical extracts from six species of macroalgae 
and two species of benthic cyanobacteria stimulated the growth of some strains 
but inhibited the growth of other strains (Morrow et al., 2011). While some of the 
algal extracts had broad-spectrum activity against the collection of test isolates 
from phylogenetically diverse environmental bacteria, other extracts specifically 
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increased the growth rates of the bacterial genus Vibrio (Morrow et al., 2011). 
Many of the active compounds in the study were hydrophilic, indicating that the 
bioactive compounds from algae or cyanobacteria may be readily solubilized and 
transported throughout seawater, providing a potential mechanism for algae to 
regulate microbial activity without direct contact, especially in low-flow benthic 
systems (Morrow et al., 2011). Allelopathic interactions among algae and corals 
have been shown to have detrimental effects on coral larval behavior, recruitment, 
and survival (Kuffner and Paul, 2004; Kuffner et al., 2006; Ritson-Williams et al., 
2009). It is unknown how the bioactive compounds influence health of the early 
life stages, but it is feasible that the observed effects are linked to shifting bacte-
rial communities associated with the coral planulae and recruits.

Smith et al. (2006) explored the effects of macroalgae on bacterial growth in 
the coral surface mucopolysaccharide layer. The results of that research, together 
with prior work on controlled exposure of coral fragments to seawater with in-
creased dissolved organic carbon (DOC) levels (Kline et al., 2006), suggest that 
an excess of DOC, exuded from macroalgae, leads to coral mortality (Smith et al., 
2006). In addition, Barott et al. (2011) found that the community composition 
of bacteria on surfaces of multiple reef macroalgal species is distinct from those 
found on coral surface mucous layers.

On the basis of these studies, it is clear that macroalgae have the potential to 
act as reservoirs of specific bacteria (beneficial, commensal, or pathogenic) not 
usually native to the coral mucous layer. Macroalgae also release compounds into 
the surrounding seawater that can have direct inhibitory or stimulatory effects on 
the coral-associated microbiota and, hence, on the health of the coral host.

Ocean acidification is a major concern for marine ecosystems in general—
particularly those dependent on calcifying organisms, as secretion of calcium 
carbonate skeletons depends directly on carbonate saturation state in seawater 
(Caldeira et al., 2007). Recent research suggests that a decrease in seawater pH 
can alter marine bacterial communities, but very little is known about the large-
scale impacts of those changes (Joint et al., 2011). Laboratory manipulations of 
seawater pH have shown that acidification can result in loss of Symbiodinium 
endosymbionts, decrease in calcification, depression of overall net productivity 
in corals (Anthony et al., 2008), and dissolution or slowed deposition of coral 
skeletons (Fine and Tchernov, 2007). In addition, decreased seawater pH levels 
have been attributed to a decline in overall abundance of crustose coralline 
algae (Kuffner et al., 2008), some of which have been shown to facilitate coral 
recruitment in reefs (Ritson-Williams et al., 2010). Experiments demonstrate that 
lower PCO2 levels in seawater result in significant detrimental effects on early 
life stages of the coral Porites astreoides, including fertilization success, larval 
settlement rates, post-settlement growth, and post-settlement skeleton deposition 
(Albright et al., 2008, 2010).

Several laboratory-based studies have focused specifically on the impacts of 
ocean acidification on coral microbiota. Meron et al. (2011) explored shifts in 
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microbial assemblages associated with the coral Acropora eurystoma exposed to 
ambient seawater and seawater with pH 7.3 over a period of 2 mon using dena-
turing gradient gel electrophoresis profiles and 16S rRNA gene clone libraries. 
According to the resulting cluster analysis, a decrease in pH results in an increase 
in detection of Rhodobacteraceae and a decrease in detection of Bacteroidetes 
and Deltaproteobacteria (Meron et al., 2011). Relative to libraries from corals 
exposed to ambient seawater, clone libraries from A. eurystoma exposed to pH 7.3 
conditions exhibited a higher percentage of clones representing bacteria closely 
related to those detected in stressed, injured, or diseased invertebrates (Meron 
et al., 2011). In another study with the Pacific coral Porites compressa, individu-
als exposed to an extremely low pH (6.7) exhibited shifts in bacterial community 
diversity (Thurber et al., 2009). Though the mechanism by which this occurs is 
not yet clear, it has been suggested that the altered seawater pH indirectly causes 
a shift in the bacterial diversity by impacting host metabolism, which results in 
a shift of nutrients and carbon available to the associated microbiota (Meron 
et al., 2011).

Metagenomic analysis of P. compressa mucus revealed potential functional 
shifts in the associated microbiota as a result of decreased pH and increased 
temperature (Thurber et al., 2009), most notably an increase in the number of de-
tected genes for antibiotic and toxin production. Mucus from corals exposed to a 
decreased pH exhibits low antimicrobial activity (Meron et al., 2011), and mucus 
of Acropora palmata exhibits lower antibacterial activity after prolonged warm 
periods (Ritchie, 2006). Together, these results warn that even slight changes in 
seawater pH and temperature can have ecologically significant effects on coral-
associated microbiota and, hence, on coral’s susceptibility to bacterial pathogens. 
The shift in the coral microbiome phylogenetic profile has been proposed as a 
potential indicator for declining coral health before the corals exhibit more obvi-
ous signs of stress or disease (Thurber et al., 2009; Ainsworth et al., 2010; Garren 
and Azam, 2012).

A Model for Climate-Change-Induced Shifts in the Coral Metaorganism

The research reviewed here suggests that alterations in sea surface tempera-
ture, algal and cyanobacterial abundance on reefs, and seawater pH can have det-
rimental effects on corals by decreasing protective qualities of the coral mucous 
layer, via inhibition of growth or compound production in beneficial bacteria or 
by alteration of host-associated compound biosynthesis. Another aspect of coral-
bacterial interactions that has garnered much attention is the ability of bacteria on 
reef substrates to influence successful larval recruitment. These surfaces include 
crustose coralline algae (CCAs), which are coated with microbial biofilms and are 
thought to be involved in mediating coral larval settlement (Webster et al., 2001, 
2011; Ritson-Williams et al., 2009, 2010; Tebben et al., 2011).
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Figure A11-1 represents the current model of corals and their interdepen-
dence on associated microbes. Both coral tissue and coral mucus contain abundant 
and diverse microbial communities (Figure A11-1a). When sea-surface tempera-
tures increase, antibacterial compounds in the coral mucus disappear. Simultane-
ously, antibacterial-producing bacteria normally associated with healthy corals 
decrease while bacteria with pathogenic capabilities increase (Figure A11-1b). 

FIGURE A11-1 Schematic of coral surfaces and associated microbes. (a) Under normal 
conditions, the coral animal, associated endosymbiotic algae, or native bacteria may 
produce allelopathic compounds that regulate the abundance and activities of other mi-
crobes that come into contact with the coral. (b) Under conditions of coral stress (such 
as increased temperature or decreased pH), production of allelopathic compounds may 
be altered within the coral holobiont, either by affecting production by the coral host or 
by the associated microbes. Simultaneously, native beneficial bacteria are replaced by 
pathogenic bacteria on the coral surfaces. (c) Crustose coralline algae (CCA) and biofilm 
microbial communities facilitate attachment and settlement of coral larvae via inductive 
compounds (settlement cues) produced by the CCA or by recruiting specific bacteria that 
release these cues. (d) Certain types of environmental change (decreased pH, lower PCO2, 
increased temperature) may alter the abundance of the inductive bacteria or their produc-
tion of settlement cue compounds, resulting in reduction of attachment, metamorphosis, 
and successful settlement of coral larvae.

281
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Mathematical modeling of this system suggests that once this shift to pathogen 
dominance is established, this state persists long after conditions return to those 
favorable for the reestablishment of beneficial microbes (Mao-Jones et al., 2010). 
Recent data from coral mucus bacterial metagenomes exposed to decreased pH 
(Thurber et al., 2009; Meron et al., 2011) indicate that ocean acidification may 
also result in a similar shift in the protective properties of coral mucus.

On the basis of this model and the data reviewed in this paper, we present 
a second model of coral-bacterial interactions in which environmental changes 
lead to shifts in bacterial communities on reef surfaces (Figure A11-1c and d). It 
has been shown that increased temperatures change the phylogenetic composi-
tion of CCA-associated bacterial communities and the success of larval recruit-
ment (Webster et al., 2011). In addition, it was recently shown that decreased 
pH inhibits settlement of the coral Porites astreoides (Albright et al., 2008, 
2010). Temperature may affect the growth, abundance, or bioactive metabolite 
biosynthesis of beneficial bacteria, particularly Pseudoalteromonas spp., on reef 
surfaces that are important for successful recruitment, which can ultimately result 
in a decline of new recruitment on reefs. Though the effects of decreased pH on 
surface biofilms have not been well described, this condition may alter the bacte-
rial biofilm community and influence larval settlement success. Figure A11-1c 
and d shows a schematic model of reef surface-associated microbes before (c) 
and after (d) increased sea-surface temperature or ocean acidification. In ambi-
ent conditions on the reef, CCAs, or bacteria growing on CCA surfaces, produce 
compounds that facilitate larval settlement (Figure A11-1c). When sea-surface 
temperatures increase, bacterial communities on CCAs change, resulting in lower 
larval recruitment rates (Figure A11-1d). Similarly, as pH decreases, larval settle-
ment decreases (Albright et al., 2008, 2010). It is hypothesized that the inductive 
properties of CCAs, whether they are due to compounds released by bacterial 
biofilms on CCAs or by the CCAs themselves, decrease (Figure A11-1d). As in 
the coral mucus (Figure A11-1a and b), there is a shift in the bacterial community 
of the reef surfaces. In this case, under increased sea-surface temperatures, the 
bacterial community dominated by inductive bacteria, such as Pseudoalteromo-
nas and Thalassomonas, moves to a community dominated by bacteria that may 
not have inductive properties.

Next Questions: Microbe-Microbe Interactions in Corals

One of the next steps in increasing our understanding of coral fitness is a 
comprehensive characterization of coral-associated microbial interactions. For 
example, it is unclear if Symbiodinium plays a role in selectively recruiting 
bacteria to corals, if Symbiodinium affects bacterial physiology or secondary me-
tabolite biosynthesis, or if bacterial metabolism influences Symbiodinium activity.

Little is known about the nature of free-living Symbiodinium, including what 
bacterial mutualisms may be present before coral acquisition of Symbiodinium, 
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in the case that the algal symbiont is not transmitted vertically. Members of the 
Roseobacteriales group are specifically present in association with Symbiodinium 
cultures and are able to increase Symbiodinium growth rates in vivo (Ritchie, 
2011). This observed association between α-proteobacteria and dinoflagellates 
may be a true mutualism with benefits for both the bacteria and the algal host. The 
bacteria may benefit by having a readily available source of organic compounds 
such as dimethylsulfoniopropionate (DMSP), a preferred source of reduced sulfur 
(Miller and Belas, 2004; Raina et al., 2010). The algae may derive benefits from 
the bacterial production of antimicrobials such as tropodithietic acid (Geng and 
Belas, 2010) and bioactive compounds such as vitamin B-12 (Geng and Belas, 
2010). A genomic comparison of the Roseobacter clade of α-proteobacteria in-
dicates that some type of surface-associated lifestyle is central to the ecology of 
all members of the group (Slightom and Buchan, 2009).

Very little is known about how Symbiodinium affects bacterial communities 
in corals (or vice versa) or how these interactions impact the fitness of the coral 
host. Recent studies suggest that bacterial communities in juvenile corals differ 
significantly if they were initially colonized by different strains of Symbiodinium 
(Littman et al., 2009) with different photosynthetic efficiencies (Littman et al., 
2010). It has been hypothesized that DMSP production by Symbiodinium plays a 
role in structuring bacterial communities in corals by attracting certain bacteria 
to the surface mucous layer of corals (Raina et al., 2009, 2010).

An important adaptive property of many α-proteobacteria is the presence 
of a bacterial system for diversity generation facilitated by gene transfer agents 
(GTAs) (Paul, 2008). GTAs are defective bacteriophages that are able to ran-
domly package bacterial host DNA and transfer DNA to other α-proteobacteria 
(Paul, 2008). It has recently been shown that Symbiodinium-associated 
α-proteobacteria produce GTAs and are able to transfer genes to a range of bacte-
ria in the marine environment (McDaniel et al., 2010). Furthermore, gene transfer 
via this mechanism is much higher in the coral reef environment than in other 
marine environments, suggesting an alternate mode of adaptation via swapping 
of potentially beneficial genes among marine bacteria (McDaniel et al., 2010) and 
possibly the coral holobiont.

A fundamental requirement of model systems is that they address interspe-
cies interactions in a metaorganism. Research on host-microbe interactions can 
greatly benefit from a well-documented host-microbe study that spans the spec-
trum from pathogenicity to mutualism. Much work has been done on the basal 
metazoan Hydra to illustrate the value of a model systems approach (Weis et al., 
2008; Bosch et al., 2009). Because Hydra is associated with a limited number of 
bacteria, it has provided valuable insight into the molecular basis of immunity 
and symbiosis in simple animals. Cnidarian and dinoflagellate models can also be 
used to elucidate roles of bacteria in both coral and Symbiodinium biology. Ide-
ally, these models require cultured symbionts (bacterial and dinoflagellate) and an 
easily maintained cnidarian host (Weis et al., 2008). Our ability to culture many 



284 THE SCIENCE AND APPLICATIONS OF MICROBIAL GENOMICS

of these bacterial symbionts will aid in exploring functions that are otherwise 
impossible to study due to the complex nature of the coral holobiont. Generation 
of genome sequence data from animal hosts and their associated microorganisms 
will exponentially enhance our basic understanding of symbiotic associations at 
the molecular level. This includes reconstruction of host-symbiont phylogenies, 
analysis of genes important in specific interactions, comparative genomics, and 
advanced technologies. The sea anemone Aiptasia pallida has recently been pro-
posed as a model for coral biology for a number of reasons (Weis et al., 2008). 
While corals are difficult to grow in captivity, this species is hardy to laboratory 
manipulation and grows quickly in aquaria. Many protocols have been developed 
to manipulate Symbiodinium density in A. pallida without lethal effects on the 
host, and as a result, this organism has successfully been used to describe mecha-
nisms of coral bleaching (Dunn et al., 2007) and disease (Alagely et al., 2011). 
Aiptasia pallida represents an opportunity to integrate a model systems approach 
with novel technologies from the “omics age” to learn more about multipartner 
interactions in corals in a moment of great environmental change.
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GENOMIC TRANSITION TO PATHOGENICITY 
IN CHYTRID FUNGI46
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Abstract

Understanding the molecular mechanisms of pathogen emergence is 
central to mitigating the impacts of novel infectious disease agents. The chy-
trid fungus Batrachochytrium dendrobatidis (Bd) is an emerging pathogen of 
amphibians that has been implicated in amphibian declines worldwide. Bd 
is the only member of its clade known to attack vertebrates. However, little 
is known about the molecular determinants of—or evolutionary transition 
to—pathogenicity in Bd. Here we sequence the genome of Bd’s closest known 
relative—a non-pathogenic chytrid Homolaphlyctis polyrhiza (Hp). We first 
describe the genome of Hp, which is comparable to other chytrid genomes 
in size and number of predicted proteins. We then compare the genomes of 
Hp, Bd, and 19 additional fungal genomes to identify unique or recent evo-
lutionary elements in the Bd genome. We identified 1,974 Bd-specific genes, 
a gene set that is enriched for protease, lipase, and microbial effector gene 
ontology terms. We describe significant lineage-specific expansions in three 
Bd protease families (metallo-, serine-type, and aspartyl proteases). We show 
that these protease gene family expansions occurred after the divergence 
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of Bd and Hp from their common ancestor and thus are localized to the Bd 
branch. Finally, we demonstrate that the timing of the protease gene family 
expansions predates the emergence of Bd as a globally important amphibian 
pathogen.

Author Summary

The chytrid fungus Batrachochytrium dendrobatidis (Bd) is an emerging 
pathogen that has been implicated in decimating amphibian populations around 
the world. Bd is the only member of an ancient group of fungi (called the Chytrid-
iomycota) that is known to attack vertebrates. The question of how an amphibian-
killing fungus evolved from non-pathogenic ancestors is vital to protecting the 
world’s remaining amphibians from Bd. We sequenced the genome of Bd’s clos-
est known relative—a non-pathogenic chytrid named Homolaphlyctis polyrhiza 
(Hp). We compared the genomes of Bd, Hp and 18 additional fungi to identify 
what makes Bd unique. We identified a large number of Bd-specific genes, a 
gene set that contains a number of possible pathogenicity factors. In particular, 
we describe a large number of protease genes in the Bd genome and show that 
these genes were duplicated after the divergence of Bd and Hp from their com-
mon ancestor. Studying Bd’s pathogenesis in an evolutionary context provides 
new evidence for the role of protease genes in Bd’s ability to kill amphibians.

Introduction

Understanding the emergence of novel pathogens is a central challenge in 
epidemiology, disease ecology, and evolutionary biology. Emerging pathogens of 
humans, wildlife, and agriculturally important crops generally have a dynamic 
recent evolutionary past. For example, many emerging pathogens have become 
adapted to new environmental conditions, shifted their host range, and/or evolved 
more virulent forms (Hoskisson and Trevors, 2010; Smith and Guegan, 2010; 
Woolhouse and Gaunt, 2007). Identifying the genetic basis of these evolutionary 
shifts can lend insight into the mechanisms of pathogen emergence.

Studies of the amphibian-killing fungus Batrachochytrium dendrobatidis 
(Bd) provide an opportunity to better understand evolutionary transitions to 
pathogenicity. Bd is considered the leading cause of amphibian declines world-
wide and is found on every continent where amphibians occur (Berger et al., 
1998; Lips et al., 2006). Bd infects amphibian skin and the resulting disease, chy-
tridiomycosis, is responsible for population declines and extirpations in hundreds 
of amphibian species (Lötters et al., 2004; Skerratt et al., 2007). Bd is the only 
documented vertebrate pathogen in a diverse, early-branching lineage of fungi 
called the Chytridiomycota. Some chytrids are pathogens of plants, but most 
chytrids are primarily known to survive on decaying organic material as saprobes 
(James et al., 2006). The question of how an amphibian-killing fungus evolved 
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from an ancestor that was not a vertebrate pathogen is vital to understanding and 
mitigating the chytridiomycosis epidemic and will also shed light on the evolu-
tion of novel pathogens more broadly.

Investigating the transition to pathogenicity in chytrid fungi requires an ex-
plicitly evolutionary perspective. Specifically, identifying elements of the genome 
that have undergone recent evolution in the branch leading to Bd may help us 
determine how Bd attacks its amphibian hosts. Previously we identified several 
families of proteases that may be involved in Bd’s ability to infect amphibian 
skin. Specifically, we found expanded gene families of metallo- and serine pro-
teases in the Bd genome that exhibit life-stage specific gene expression patterns 
(Rosenblum et al., 2008). These proteases have been hypothesized to play a 
role in the ability of other fungal pathogens to invade and degrade host tissue 
(Burmester et al., 2011; da Silva et al., 2006; Monod, 2008; Monod et al., 2002). 
However, previous studies could not resolve if these gene family expansions oc-
curred along the branch leading to Bd because the fungal genomes available for 
comparison were only distantly related to Bd.

To determine what unique features of the Bd genome might relate to its 
ability to colonize amphibian skin, we compared genomes of Bd and its closest 
known relative, Homolaphlyctis polyrhiza (Hp) (this isolate has been described 
by Joyce Longcore [pers. comm.] and has been referred to as “JEL142” in previ-
ous publications [James et al., 2006]). Bd and Hp are in the same Rhizophydiales 
order (Letcher et al., 2006), and Bd is the only member of this clade known to be 
a vertebrate pathogen (James et al., 2006). We first confirmed that Hp cannot sur-
vive on amphibian skin alone. We then sequenced and characterized the genome 
of Hp using Roche-454 pyrosequencing. Finally, we used a comparative genom-
ics approach to identify differences between Bd and Hp using additional fungal 
species as outgroups. Based on identified unique elements of the Bd genome, we 
develop hypotheses for the mechanisms and evolution of Bd pathogenicity.

Materials and Methods

Taxon Sampling

Our focal isolates were the JAM81 strain of Bd and the JEL142 strain of 
Hp. JAM81 was isolated from Rana muscosa in the Sierra Nevada Mountains 
in California, where Bd has caused catastrophic declines in R. muscosa popula-
tions (Rachowicz et al., 2006). Hp was collected from leaf litter in Maine and 
is a presumed saprobe. We also used the information from publically available 
genomes of an additional Bd isolate—JEL423 (http://www.broadinstitute.org/ 
annotation/genome/batrachochytrium_dendrobatidis/MultiHome.html), and an 
additional chytrid, Spizellomyces punctatus, a terrestrial saprobe (Origins of Mul-
ticellularity Sequencing Project, Broad Institute of Harvard and MIT [http://www.
broadinstitute.org/]). Finally we used the genome information from 17 additional 
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publicly available fungal genomes (Table S1). We chose these outgroups to 
represent a broad phylogenetic survey of fungi that span four additional fungal 
phyla: Blastocladiomycota (Allomyces macrogynus), Zygomycota (Phycomyces 
blakesleeanus), Basidiomycota (Coprinopsis cinerea, Cryptococcus neoformans, 
Puccinia graminis f. sp. tritici, Ustilago maydis), and Ascomycota (Arthroderma 
benhamiae, Aspergillus nidulans, Blastomyces dermatitidis, Botrytis cinerea, 
Coccidioides immitis, Fusarium graminearum, Microsporum canis, Neurospora 
crassa, Pyrenophora tritici-repentis, Trichophyton rubrum, and Uncinocarpus re-
esii). Arthroderma benhamiae, M. canis, and T. rubrum were chosen in particular 
because they are dermatophytes (i.e., fungal pathogens that infect skin).

We reconstructed the phylogenetic relationships among the 19 taxa used in 
this study using Bayesian phylogenetic analyses of 51 single-copy genes. The 
alignment was comprised of 21,182 total trimmed amino acid residues. The 
orthologous sequences were aligned with T-Coffee (Notredame et al., 2000), 
concatenated, and trimmed with trimAl (Capella-Gutiérrez et al., 2009). The Ba-
sidiomycota phylum was constrained by members Ustilago maydis and Puccinia 
graminis, and the tree rooted with the Chytridiomycota clade based on James 
et al. (2006). Bayesian posterior probabilities are shown below internal nodes and 
ML bootstrap values from 100 replicates above the nodes.

Growth of Bd and Hp on Amphibian Skin

We grew Bd (JAM81) and Hp on the standard growth medium PmTG (made 
from peptonized milk, tryptone and glucose) (Barr, 1986). After one week of 
growth, we transferred 3.8×106 zoospores from each isolate to 3 mL of two 
liquid growth conditions: standard growth media and amphibian skin. For stan-
dard growth media we used 1% liquid PmTG, and for amphibian skin we used 
10% w/v pulverized and autoclaved cane-toad skin in water. We established six 
technical replicates of each isolate in each condition. Liquid cultures were gently 
shaken in 6-well tissue culture plates. To test how long Bd and Hp survived in 
each growth condition, we tested an aliquot from each culture every day for 14 
days. Each day we removed 15 µL from each of the technical replicates, pooled 
aliquots for each isolate in each treatment group, and inoculated PmTG-agar 
growth plates. We inspected growth plates every day using 200× magnification 
to visualize whether active zoospores were produced.

Hp Genome Sequence, Assembly, and Annotation

We grew Hp at room temperature (23–25C) in liquid PmTG medium with 
gentle agitation for approximately 2 weeks. We extracted Hp DNA using a Zolan 
and Pukkila (Zolan and Pukkila, 1986) protocol modified by the use of 2% so-
dium dodecyl sulphate as extraction buffer in place of CTAB. We sequenced the 
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Hp genome using a Roche 454 Genome Sequencer FLX with Titanium chemistry 
and standard Roche protocol. We screened and trimmed 1,100,797 reads of vector 
sequences and assembled them with Roche’s GS De Novo Assembler. We im-
proved the assembly by synteny-based alignment to the JAM81 genome sequence 
with Mercator (Dewey, 2007).

We annotated the Hp genome with predicted proteins using the MAKER 
annotation pipeline (Cantarel et al., 2008). MAKER predicts proteins based on 
homology with protein-coding sequences of other species, and with the consensus 
of the ab initio gene prediction algorithms GeneMark, AUGUSTUS, and SNAP. 
GeneMark is self-training so we simply applied it to determine ab initio parame-
ters. We trained AUGUSTUS using parameters provided in the MAKER package 
and previously determined Bd training parameters. We trained SNAP by itera-
tively running MAKER with SNAP Bd models and then retraining on the most 
confident gene model parameters from the initial run. All parameters files are 
available in http://fungalgenomes.org/public/Hp_JEL142/. Because MAKER’s 
final set of predicted proteins (referred to hereafter as “Hp_Maker”) is a conser-
vative estimate that relies upon the consensus of different prediction algorithms, 
we also used the set of ab initio predicted proteins in MAKER by GeneMark-
ES (Ter-Hovhannisyan et al., 2008) as an upper limit (referred to hereafter as 
“Hp_GeneMark”). Hp_Maker is not a perfect subset of Hp_GeneMark, so we 
considered both datasets when characterizing the proteome of Hp. We annotated 
Hp protein models by comparison to the Pfam database of protein domains (Finn 
et al., 2010) using HMMER 3.0 (http://hmmer.org/).

We used two methods that rely on different algorithms to confirm that we 
successfully identified the majority of Hp proteins. First, we used the eukaryotic 
genome annotation pipeline CEGMA to predict the number of core eukaryotic 
genes in the Hp alignment (Parra et al., 2007). Second we determined the number 
of “chytrid-specific” orthologous groups that were present in the Hp genome. We 
defined chytrid-specific orthologous groups as those groups shared between all 
available Chytridiomycota genomes: two Bd isolates (JAM81 and JEL423) and 
one Spizellomyces punctatus isolate (DAOM BR117) (Table S1). We identified 
chytrid-specific orthologous groups using BLASTP (Altschul et al., 1990) and 
OrthoMCL (Li et al., 2003), and determined how many of these were also found 
within either set of Hp predicted proteins (i.e., Hp_Maker and Hp_GeneMark).

Bd Unique Genomic Features

We also used BLASTP and OrthoMCL to determine orthologous groups for 
all sampled taxa. These orthologous groups were used to determine “Bd-specific” 
genes which we defined as those groups or genes that were present in both se-
quenced Bd genomes (JAM81 and JEL423) but absent from all other sampled 
fungi. [Note that the Bd-specific gene set is distinct from the more broadly defined 
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chytrid-specific gene set discussed above]. We used GO::TermFinder (Boyle et al., 
2004) to determine if the Pfam annotations for the set of Bd-specific genes showed 
enrichment for particular GO terms.

Bd Gene Family Expansions

We identified several gene family expansions in Bd through inspection of 
the top ten largest Bd-specific orthologous groups and inspection of enriched 
GO categories. We found gene family expansions in families with genes contain-
ing M36, S41, and Asp (both Asp and Asp_protease) protease Pfam signature 
domains (see Table S2 for sequences and their Pfam domain delimitation). We 
conducted an exhaustive search in the focal genomes for M36, S41, and Asp 
domains using HMMER3 (http://hmmer.org/). For Hp we conducted the HM-
MER3 search in both the MAKER and GENEMARK datasets. For S41 and Asp, 
the predicted proteins from Maker were subsets of those from GeneMark, so we 
only report GeneMark names. For M36 there were several Maker predicted pro-
teins that were not included in the GeneMark set, so we report both Maker and 
GeneMark names. We then aligned the sequences of the protein domains for all 
members in each expanded family for the three Chytridiomycota genomes (Bd, 
Hp, and Spizellomyces punctatus) and one Blastocladiomycota outgroup (Allo-
myces macrogynus). We generated these alignments using the iterative alignment 
program MUSCLE (Edgar, 2004). After inspecting the alignments, we found 
that 8 M36 and 13 Asp protein sequences were missing >50% of their domain 
sequences. These partial sequences were likely mis-annotation or pseudogenes 
so we excluded them from further analysis (see Table S2B for identities of ex-
cluded partial sequences). After aligning the protein domain sequences of the 
remaining proteins (see Figure S1 for alignments), we reconstructed gene trees 
for each family using the Maximum Likelihood method implemented in RAxML 
(Stamatakis et al., 2005). We used the rapid bootstrap algorithm (400 replicates) 
with the Jones-Taylor-Thornton substitution matrix assuming a gamma model of 
rate heterogeneity. We report the Maximum Likelihood trees with the highest log 
likelihood score and bootstrap support values.

We calculated synonymous and non-synonymous substitution rates (Ks and 
Ka, respectively) with the yn00 program implemented in the PAML package 
(Yang, 2007) using full length annotated coding sequences. For each expanded 
protease gene family (containing M36, S41, and Asp domains) we calculated 
Ks and Ka of putative orthologs between all focal taxa pairs [i.e., chytrids (Bd, 
Hp, and Spizellomyces punctatus) and between all focal taxa and the outgroup 
(Allomyces macrogynus)]. We identified putative orthologs based on a cross-
species reciprocal best match between any species pairs (Hanada et al., 2008). 
In addition, we used a second, more stringent approach that required sequence 
distances between reciprocal best matches to follow the relationships between the 
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four focal species. Because the rate distributions from these two approaches were 
similar, we only report results from the first approach. Because yn00 does not ro-
bustly correct for multiple substitutions (Yang and Bielawski, 2000), and because 
Ks values are large between our focal taxa, we use Ks values to make a general 
comparison (within versus between species) for rates of molecular evolution.

We made rough divergence time estimates for the duplication events in 
the three expanded protease gene families using “node-Ks” as a proxy of time. 
The node Ks is defined as follows: for each node N in the mid-point rooted 
phylogeny, its Ks is the averaged Ks values between all operational taxonomic 
unit pairs across the two lineages that originated from N. There are no empirical 
estimates of chytrid substitution rates, so we do not propose specific dates for the 
duplication events. However, we do use a rough approximation for a reasonable 
substitution rate (following previous molecular evolution studies in fungi [Lynch 
and Conery, 2000]) to test whether the timing of gene duplications was likely 
coincident with the emergence of Bd as a deadly amphibian pathogen.

Results

Taxon Sampling

The phylogenetic relationship among all 19 taxa in this study can be seen in 
Figure A12-1. As described above, we sampled genomes from across the diversity 
of five fungal phyla (i.e., Chytridiomycota, Blastocladiomycota, Zygomycota, 
Basidiomycota, Ascomycota). Our sampling scheme allowed us to determine, in 
a phylogenetic context, which elements of Bd’s genome are shared with Hp and 
other fungal taxa.

Growth of Bd and Hp on Amphibian Skin

Both Bd and Hp grew well in standard PmTG growth media and produced 
viable zoospores throughout the entire 14 day observation period. However, only 
Bd survived on frog skin alone. Bd produced viable zoospores in the cane-toad 
skin treatment throughout the entire observation period, and after 14 days of incu-
bation the Bd—frog skin solution was cloudy with chytrid growth and degraded 
skin (Figure A12-2). Conversely, Hp did not survive and reproduce on cane-toad 
skin alone. We observed viable zoospores for Hp in the cane-toad skin treatment 
only for the first three days (these zoospores most likely persisted from the initial 
inoculation), and after 14 days of incubation the Hp—cane-toad skin solution 
remained clear of chytrid growth and the cane-toad skin remained intact and not 
further degraded (Figure A12-2). We did not observe the growth of any bacterial 
or fungal contaminants in any of the treatments.
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FIGURE A12-2 Chytrid growth on cane-toad-skin. A. Negative control (no chytrid): 
intact skin after 14 days. B. Hp treatment: intact skin and no Hp growth after 14 days. C. 
Bd treatment: degraded skin and Bd growth after 14 days.

Hp Genome Sequence, Assembly, and Annotation

We achieved a roughly 11.2× coverage of the Hp genome (total number of 
aligned bases divided by final genome length, assuming that most of the genome 
is represented in the aligned reads). We assembled 922,085 screened and trimmed 
sequencing reads into 16,311 contigs (N50 = 36,162). We inferred a haploid ge-
nome size for Hp of 26.7 Mb, comparable to other Chytridiomycota genomes [Bd 
(JAM81) = 24.3 Mb, and Spizellomyces punctatus = 24.1 Mb]. We have deposited 
the Hp 454 reads in GenBank through the NCBI Sequence Read Archives under 
the accession SRA037431.1, and we have deposited the Whole Genome Shotgun 
project at DDBJ/EMBL/GenBank under the accession AFSM00000000 (the ver-
sion described here is the first version, AFSM01000000).

We generated 5,355 high confidence MAKER predictions and 11,857 Gen-
eMark ab initio predictions for Hp’s protein coding genes. The number of pre-
dicted Hp proteins falls within the range of other annotated chytrid genomes 
(8,732 predicted proteins in Bd (JAM81) and 8,804 in Spizellomyces punctatus). 
The difference in number of Hp predicted protein numbers between MAKER 
and GeneMark is due to MAKER’s conservative approach, which relies upon 
homology with protein-coding sequences of other species, and with the consensus 
of multiple ab initio gene prediction algorithms. We did not directly validate the 
number of expressed genes in our predicted protein sets with EST or RNA se-
quencing. However, we did compare the Hp predicted protein set to gene content 
in other species, which provides confidence in the Hp annotation and assembly. 
We recovered 92% (228/249) of the core eukaryotic genes using CEGMA in the 
Hp_Maker dataset. Similarly, we identified 3,216 orthologous groups of “chytrid-
specific” proteins shared among both Bd isolates and S. punctatus (Table S3). Of 
the predicted chytrid-protein set we recovered 90% (2,885/3,216) in one or both 
Hp predicted protein sets (2,271 in Hp_Maker and 2,817 in Hp_GeneMark). 

299
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Together, these results indicate that our sequencing efforts recovered a large 
proportion of genes that are predicted to occur in the Hp genome.

Bd Unique Genomic Features

We identified Bd-specific genes using the genomes of Hp and 17 additional 
fungi. We considered genes to be Bd-specific if they were present in orthologous 
groups in both sequenced Bd genomes (JAM81 and JEL423) and absent from 
all other fungi including Hp. Using OrthoMCL clustered proteins we defined 
6,556 orthologous groups in Bd (Table S4). Of the 6,556 orthologous groups in 
Bd, 1700 were Bd-specific by the above definition. The Bd-specific orthologous 
groups were comprised of 1,974 protein encoding genes, 417 (21%) of which 
could be functionally categorized by a Pfam domain (with an e-value <0.01) 
(Table S4). We did not find any orthologous groups uniquely shared between 
Bd and the dermatophytes to the exclusion of all other fungal outgroups (Table 
S4). Although we defined orthologous groups using the sequenced genomes of 
both Bd isolates (JAM81 and JEL423), below we report gene IDs from JAM81 
for simplicity.

We conducted enrichment analyses using gene ontology (GO) terms from 
the set of 417 Bd-specific genes associated with a Pfam domain and found 
enrichment in all 3 GO structured vocabularies: Cellular Component, Biologi-
cal Process, and Molecular Function. We present all significantly enriched GO 
terms (with a corrected P-value of ≤ = 0.05) for the Bd-specific gene set in 
Table A12-1. Briefly, in the Biological Process ontology we found enrichment for 
genes involved in metabolic processes and regulation of carbohydrates, proteins, 
and transcription. In the Cellular Component ontology we found enrichment of 
genes located extracellularly, in the nucleus, and in membranes. In the Molecular 
Function ontology we found enrichment for genes involved in zinc-ion binding, 
protein dimerization, DNA-binding, hydrolase activity, and protease and triglyc-
eride lipase activity.

Within the set of Bd-specific and GO-enriched genes were several functional 
groups of particular interest for their possible role in Bd pathogenesis. First, many 
Bd-specific genes were proteases and were found in expanded gene families 
(see below). Second, the Bd-specific gene set was enriched for genes contain-
ing the Lipase_3 Pfam domain found in triacylglyceride lipases (6 of 417 in the 
Bd-specific gene list, vs 20 of 8732 in the genome, p<0.03) (BATDEDRAFT 
93190, BATDEDRAFT 26490, BATDEDRAFT_86691, BATDEDRAFT 93191, 
BATDEDRAFT_89307, BATDEDRAFT_26489). Third, we identified 62 genes 
from the Bd-specific gene set that encode Crinkler or CRN-like microbial effec-
tors (CRN), a class of genes previously reported only in oomycetes and not found 
in any of the other fungi considered here (Figure A12-3 and Table S5).



APPENDIX A 301

TABLE A12-1 The Enrichment of Cellular Component, Biological Process 
and Molecular Function GO Terms of 417 Bd Specific Genes Associated with a 
Pfam Domain

GOID Term
Corrected 
p-value

# in Bd 
specific 
gene set

# in Bd 
genome

Biological Process

GO:0006508 Proteolysis 1.3E-57 99 292
GO:0019538 Protein metabolic process 1.6E-31 126 845
GO:0044238 Primary metabolic process 5.5E-29 179 1644
GO:0043170 Macromolecule metabolic process 1.0E-26 147 1229
GO:0008152 Metabolic process 4.5E-24 196 2075
GO:0019219 Regulation of nucleobase, nucleoside, Nucleotide 

and nucleic acid metabolic process
6.6E-17 46 205

GO:0051171 Regulation of nitrogen compound metabolic 
process

6.6E-17 46 205

GO:0009889 Regulation of biosynthetic process 8.2E-17 43 180
GO:0010556 Regulation of macromolecule biosynthetic process 8.2E-17 43 180
GO:0031326 Regulation of cellular biosynthetic process 8.2E-17 43 180
GO:2000112 Regulation of cellular macromolecule biosynthetic 

process
8.2E-17 43 180

GO:0031323 Regulation of cellular metabolic process 1.8E-16 46 210
GO:0080090 Regulation of primary metabolic process 1.8E-16 46 210
GO:0045449 Regulation of transcription 2.3E-16 42 176
GO:0060255 Regulation of macromolecule metabolic process 6.0E-16 43 189
GO:0010468 Regulation of gene expression 2.1E-15 42 186
GO:0019222 Regulation of metabolic process 4.9E-15 46 227
GO:0065007 Biological regulation 6.8E-15 67 454
GO:0050789 Regulation of biological process 1.5E-14 66 449
GO:0050794 Regulation of cellular process 3.3E-14 62 409
GO:0006355 Regulation of transcription, DNA-dependent 3.4E-14 35 139
GO:0051252 Regulation of RNA metabolic process 3.4E-14 35 139
GO:0051704 Multi-organism process 3.6E-2 5 12
GO:0005975 Carbohydrate metabolic process 4.5E-2 26 253

Cellular Component

GO:0005623 Cell 1.6E-17 150 1571
GO:0044464 Cell part 1.6E-17 150 1571
GO:0005622 Intracellular 5.5E-10 105 1149
GO:0043231 Intracellular membrane-bounded organelle 4.4E-08 51 425
GO:0043227 Membrane-bounded organelle 5.2E-08 51 427
GO:0005634 Nucleus 1.2E-07 38 272
GO:0043229 Intracellular organelle 1.9E-05 61 659
GO:0043226 Organelle 2.1E-05 61 661
GO:0016021 Integral to membrane 3.9E-05 33 271
GO:0016020 Membrane 1.0E-04 58 645
GO:0044425 Membrane part 1.2E-04 40 381
GO:0031224 Intrinsic to membrane 1.6E-04 33 288

continued
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TABLE A12-1 Continued

GOID Term
Corrected 
p-value

# in Bd 
specific 
gene set

# in Bd 
genome

GO:0005576 Extracellular region 2.3E-04 14 69
GO:0044421 Extracellular region part 1.4E-03 12 60
GO:0044424 Intracellular part 7.6E-03 66 880

Molecular Function
GO:0004190 Aspartic-type endopeptidase activity 9.0E-93 82 98
GO:0070001 Aspartic-type peptidase activity 9.0E-93 82 98
GO:0070011 Peptidase activity, acting on L-amino acid 

peptides
5.0E-63 102 282

GO:0004175 Endopeptidase activity 1.1E-61 87 198
GO:0008233 Peptidase activity 1.3E-60 102 296
GO:0016787 Hydrolase activity 4.1E-32 143 1056
GO:0003824 Catalytic activity 2.2E-21 200 2254
GO:0001071 Nucleic acid binding transcription factor activity 3.6E-20 32 79
GO:0003700 Sequence-specific DNA binding transcription 

factor activity
3.6E-20 32 79

GO:0046914 Transition metal ion binding 1.8E-14 56 342
GO:0008270 Zinc ion binding 1.5E-13 47 261
GO:0005488 Binding 2.2E-13 164 1964
GO:0043565 Sequence-specific DNA binding 2.5E-12 20 49

GO:0046872 Metal ion binding 3.3E-11 57 417
GO:0043167 Ion binding 4.1E-11 57 419
GO:0043169 Cation binding 4.1E-11 57 419
GO:0003676 Nucleic acid binding 1.8E-09 70 633
GO:0003677 DNA binding 6.3E-09 43 298
GO:0005515 Protein binding 1.9E-06 44 370
GO:0008236 Serine-type peptidase activity 2.7E-04 16 85
GO:0017171 Serine hydrolase activity 2.7E-04 16 85
GO:0016810 Hydrolase activity, acting on carbon-nitrogen (but 

not peptide) bonds
9.8E-04 11 46

GO:0046983 Protein dimerization activity 1.6E-03 9 32
GO:0004871 Signal transducer activity 3.4E-03 11 52
GO:0060089 Molecular transducer activity 3.4E-03 11 52
GO:0004806 Triglyceride lipase activity 3.3E-02 6 20

THE SCIENCE AND APPLICATIONS OF MICROBIAL GENOMICS

Bd Gene Family Expansions

We conducted more detailed analyses for three protease gene families that 
were identified in the Bd-specific gene set and showed GO term enrichment: 
metallo-, serine-type, and aspartyl proteases (M36, S41, and Asp Pfam domains, 
respectively). The Bd genome contained 38 metalloproteases, 32 serine-type 
proteases, and 99 aspartyl proteases, in all cases at least 4 times as many family 
members as Hp (Figure A12-3). We found that expansions of metalloproteases, 
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serine-type proteases and aspartyl proteases were largely Bd specific, having 
occurred after the split between the Bd and Hp lineages from their most recent 
common ancestor (Summary in Figure A12-4, gene-names available in tree, Fig-
ure S2). In all three families, Bd had a greater number of gene copies than any 
of the other focal taxa, and the Bd gene copies were generally clustered together 
to the exclusion of homologues from other taxa. This clustering is consistent 
with lineage-specific gene family expansions in Bd (Figure A12-4). We observed 
a large number of metalloprotease genes not only in Bd but also in Allomyces 
macrogynus (38 and 31 gene family members, respectively) (Figure A12-3). 
However, the gene tree indicates that the expansion of metalloprotease genes in 
Bd and A. macrogynus were independent with most duplication events occur-
ring after the divergence of Bd and A. macrogynus from their common ancestor 
(Figure A12-4A).

In addition to identifying many lineage-specific duplicates of proteases in 
Bd, we demonstrate that these Bd duplication events likely occurred significantly 
more recently than the divergence time between the species analyzed (Figure 
A12-5). To assess the timing of expansion in each protease gene family, we 
calculated synonymous substitution rate, Ks, between homologs and based on 
the phylogeny, we calculated a node Ks value for each lineage-specific duplica-
tion node (Figure A12-5, left panel). The median Ks values for the metallo-, 
serine-type, and aspartyl—proteases derived from Bd-specific duplications were 
0.37, 0.14 and 0.24, respectively (Figure A12-5, left panel). We note that in the 
metalloprotease family there were similar numbers of lineage-specific duplica-
tions in Bd (24) and A. macrogynus (28). However the Ks values of Bd-specific 
duplicates were significantly lower A. macrogynus duplicates (median Ks: 0.37 
and 1.56, respectively; Kolmogorov-Smirnov tests, p<4.6e-5), indicating that Bd-
specific M36 duplications took place much more recently than the A. macrogynus 
duplications.

FIGURE A12-3 Gene family copy numbers for metalloproteases (M36), serine-type 
proteases (S41), aspartyl proteases (ASP) and CRN-like proteins (CRN) in the Chytridio-
mycota (Bd, Hp and S. punctatus), and a Blastocladiomycota outgroup (A. macrogynus). 
Phylogenetic relationship of taxa adapted from James et al. (2006). Focal taxa highlighted 
in grey.

We also examined Ks values of putative orthologs between Bd and Hp, Bd 
and S. punctatus, and Bd and A. macrogynus (Figure A12-5B, right panel). As 
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FIGURE A12-4 Maximum likelihood phylogenies of gene families containing (A) M36, 
(B) S41, and (C) Asp Pfam domains. Each tip represents a single gene copy and each 
source species is denoted by shaded or hatched boxes (Bd: black, Hp: grey, S. punctatus: 
hatched, A. macrogynus: white). Bootstrap values over 80% indicated with asterisks at 
internal nodes.
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expected from the phylogenetic relationships of these four species (James et al., 
2006), the median Ks for all species was high, but the median Ks for Bd-Hp (3.40) 
was significantly lower than that of Bd-S. punctatus (3.94) and Bd-A. macrogynus 
(4.03) (Kolmogorov-Smirnov tests, p<2.2e-16). Importantly, the median Bd-Hp 
orthologous Ks values were ~9–24 fold higher than the median Ks of Bd lineage-
specific duplicates. Therefore, the Bd-specific duplications occurred substantially 
more recently than the divergence of Bd and Hp. Previous molecular evolution 
studies in fungi have used a synonymous nucleotide substitution rate of 8.1e-9 
substitutions per site per year to estimate the timing of molecular events (Lynch 
and Conery, 2000).

FIGURE A12-5 Left panel (paralog rates) shows box plots of synonymous substitution 
rates (Ks) for Bd lineage-specific duplicates in three protease families. Right panel (or-
tholog rates) shows box plots of Ks values for putative orthologs between Bd and Hp, Bd 
and S. punctatus, and Bd and A. macrogynus. Box and whisker plots show median (line), 
inter-quartile range (box), 1.5 inter-quartile range (whiskers), and outliers (open circles).

 If this substitution rate is reasonable for chytrid fungi, the 
duplication events leading to the metallo-, serine-type, and aspartyl protease gene 
family expansions in Bd would be millions of years old (Table S6). Even if the 
true substitution rate differs by several orders of magnitude, it is important to 
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recognize that these protease duplication events occurred long before Bd emerged 
as a global pathogen of amphibians.

Discussion

To investigate the genomic changes that accompanied the evolution of patho-
genicity, we compared Bd, the deadly chytrid pathogen of amphibians, with 
Hp, a closely related chytrid that is not a known pathogen of vertebrates. We 
confirm that Bd and Hp have different nutritional modes (Figure A12-2); unlike 
Hp, Bd is capable of growing on amphibian skin alone. Given the most chytrids 
are saprobes like Hp, Bd’s ability to infect vertebrate skin likely arose after the 
divergence of Bd and Hp from their common ancestor. Fungal growth on verte-
brate skin requires the expression of enzymes that break-down host epidermal 
tissue (Burmester et al., 2011; da Silva et al., 2006; Monod, 2008; Monod et al., 
2002). Because Bd causes chytridiomycosis by infecting frog skin (Longcore 
et al., 1999; Voyles et al., 2009) we were particularly interested in elements of 
the Bd genome whose evolution might have allowed Bd to colonize and degrade 
amphibian skin.

We compared the genomes of Bd and Hp in a broad taxonomic context of 18 
diverse fungal genomes to identify genomic factors that make Bd unique. The Bd 
and Hp genomes are similar in size and number of predicted genes but show im-
portant differences in gene content. Therefore we could identify Bd-specific genes 
(i.e., genes that were found in Bd but not in Hp or other fungal outgroups). Bd-
specific genes are enriched for GO terms related to extracellular and enzymatic 
activity. Many Bd-specific genes are members of recently expanded gene families 
(i.e., gene families with significantly more members than other fungal species). 
Below we discuss Bd-specific genes with particular emphasis on understanding 
how Bd may interact with its amphibian hosts.

Proteases are the most dramatically enriched class of Bd-specific genes. The 
Bd genome contains expanded gene families of metalloproteases, serine-type 
proteases, and aspartyl proteases. Each of these Bd gene families contains more 
than 30 family members and contains 4–10 times as many family members as 
found in Hp (Figure A12-3). Extracellular fungal proteases have been implicated 
in the adherence to, invasion of, and degradation of host cells by other fungal 
pathogens (Burmester et al., 2011; da Silva et al., 2006; Monod, 2008; Monod et 
al., 2002). In particular, protease gene family expansions have been suggested as 
a link to pathogenesis in other fungal pathogens. Several fungal pathogens of ver-
tebrates (e.g., Arthroderma benhamiae, Coccidioides spp, and Trichophyton spp.) 
exhibit gene family expansions specifically for metalloproteases and serine-type 
proteases (Burmester et al., 2011; Jousson et al., 2004; Sharpton et al., 2009).

Here we strengthen the evidence implicating proteases in Bd pathogenesis 
in several ways. First and most importantly we demonstrate that protease gene 
families are not expanded in Hp and thus polarize the expansion events to a 
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much shorter phylogenetic branch leading to Bd. Second, we present an addi-
tional protease gene family expansion. We previously reported the Bd gene fam-
ily expansions for metallo- and serine proteases (Rosenblum et al., 2008), and 
we now describe a dramatic expansion of aspartyl proteases in the Bd genome 
(Figure A12-3). Aspartyl proteases are of particular interest because they have 
been implicated in the adherence to and invasion of human host tissue by fungal 
pathogens (Candida spp.) (Kaur et al., 2007; Monod and Borg-von Zepelin, 
2002). Many genes in the expanded metallo-, serine- and aspartyl-protease gene 
families are highly expressed, and in some cases differentially expressed between 
Bd life stages (Rosenblum et al., 2008). Finally, we more rigorously document 
the dynamics of protease gene family expansions. Calculations using a range of 
reasonable substitution rates show that the three protease gene family expansions 
occurred substantially more recently than the divergence of Bd and Hp from their 
common ancestor.

It is important to caution that our comparative genomics results do not con-
clusively demonstrate a role for proteases as pathogenicity factors. First, we lack 
a specific mechanism by which proteases mediate Bd host invasion. Understand-
ing the functional consequences of protease gene family expansions will require 
molecular assays to determine how specific enzymes contribute to host substrate 
metabolism. Second, protease gene family expansions are not always obviously 
correlated with fungal pathogenicity. For example we observed a large number of 
metalloprotease genes in Allomyces macrogynus and a variable number of aspar-
tyl proteases in several of our outgroup taxa (Figure A12-4). These are indepen-
dent expansion events relative to the Bd gene duplications and are not associated 
with a specific shift in substrate metabolism. Third, the estimated timing of the Bd 
protease gene duplications does not unambiguously link particular genes to the 
recent emergence of Bd as a global frog pathogen. Although the gene duplication 
events are relatively recent, most still likely occurred millions of years ago. More 
ancient duplication of protease genes may have set the stage for Bd’s ability to in-
fect frogs, but finer scale intraspecific data will be required to determine whether 
particular paralogs exhibit molecular signatures of recent selection.

While proteases may play the most obvious role in pathogen invasion and 
metabolism of host tissue, we also observed an enrichment of genes with triglyc-
eride lipase activity in the Bd-specific gene set (Table A12-1). These enzymes 
are known to play a role in fungal-plant interactions (Gaillardin, 2000), and have 
been hypothesized to play a role in at least one fungal-vertebrate interaction—be-
tween Malassezia furfur and the skin of its human host (Brunke and Hube, 2006). 
M. furfur incorporates host lipids into its own cell wall; this is thought to assist M. 
furfur in adhering to the host and evading the host’s immune system. The extent 
to which Bd can utilize the products of triglyceride lipase activity for nutrition 
or adhesion remains to be tested. However, the enrichment of triglyceride lipase 
genes in the Bd-specific gene set suggests considering whether lipases could play 
a role in Bd’s invasion of host tissue.
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In addition to the genes that may be involved in host tissue metabolism we 
observed a large number of Bd-specific genes with similarity to microbial pro-
teins known as Crinklers and Crinkler-like effectors (CRN). Microbial effectors 
in general act within the host cytoplasm to suppress host defenses and alter nor-
mal host cell metabolism (Haas et al., 2009; Kamoun, 2006). It is unusual that a 
fungus contains CRN effectors as these proteins have so far only been reported 
from oomycetes, a group of important plant and fish pathogens within the king-
dom Chromista (Cavalier-Smith and Chao, 2006). CRN effectors are modular 
proteins consisting of a signal-peptide, a downstream translocator domain that 
allows CRN proteins to gain entry into host cells, and a C-terminus domain that 
interacts with host proteins (Haas et al., 2009). While 62 unique Bd proteins 
show similarity to CRN effectors at the protein level, only one is predicted to 
be secreted (BATDEDRAFT_23205). Therefore while the function of putative 
CRN effectors in Bd remains to be determined, the possibility that they function 
as microbial effectors and interact with host elements merits further investigation.

We have sequenced the genome of Bd’s closest known relative to develop 
hypotheses for genomic determinants of Bd’s ability to infect and kill amphibians. 
However, the divergence between Bd and Hp is still substantial (James et al., 
2006). Recent research indicates that chytrids may be more ubiquitous than pre-
viously appreciated in both aquatic and terrestrial environments (Freeman et al., 
2009), and much chytrid diversity remains to be characterized. The discovery 
of additional taxa more closely related to Bd than Hp would help further local-
ize genomic changes to the Bd lineage. Interspecific comparisons such as the 
one presented here can be complemented by intraspecific comparisons among 
Bd isolates to understand the evolutionary dynamics of genes hypothesized to 
play a role in Bd pathogenicity. However, robust hypothesis testing will require 
functional characterization of genes that may be important to Bd’s ability to 
infect frogs. Bd currently lacks a transformation system in which to study gene 
function, but heterologous expression systems could potentially be used to de-
termine specific gene functions. Additionally, understanding expression patterns 
of candidate genes under different nutrient conditions and during different stages 
of host invasion are likely to yield important insights. Ultimately, identifying the 
molecular mechanisms of host-pathogen interactions will provide new avenues 
for mitigating the devastating effects of chytridiomycosis.
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NATURAL AND EXPERIMENTAL INFECTION OF CAENORHABDITIS 
NEMATODES BY NOVEL VIRUSES RELATED TO NODAVIRUSES50
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Abstract

An ideal model system to study antiviral immunity and host-pathogen co-
evolution would combine a genetically tractable small animal with a virus ca-
pable of naturally infecting the host organism. The use of C. elegans as a model 
to define host-viral interactions has been limited by the lack of viruses known to 
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infect nematodes. From wild isolates of C. elegans and C. briggsae with unusual 
morphological phenotypes in intestinal cells, we identified two novel RNA vi-
ruses distantly related to known nodaviruses, one infecting specifically C. elegans 
(Orsay virus), the other C. briggsae (Santeuil virus). Bleaching of embryos cured 
infected cultures demonstrating that the viruses are neither stably integrated in the 
host genome nor transmitted vertically. 0.2 μm filtrates of the infected cultures 
could infect cured animals. Infected animals continuously maintained viral infec-
tion for 6 mo (~50 generations), demonstrating that natural cycles of horizontal 
virus transmission were faithfully recapitulated in laboratory culture. In addition 
to infecting the natural C. elegans isolate, Orsay virus readily infected laboratory 
C. elegans mutants defective in RNAi and yielded higher levels of viral RNA and 
infection symptoms as compared to infection of the corresponding wild-type N2 
strain. These results demonstrated a clear role for RNAi in the defense against 
this virus. Furthermore, different wild C. elegans isolates displayed differential 
susceptibility to infection by Orsay virus, thereby affording genetic approaches 
to defining antiviral loci. This discovery establishes a bona fide viral infection 
system to explore the natural ecology of nematodes, host-pathogen co-evolution, 
the evolution of small RNA responses, and innate antiviral mechanisms.

Author Summary

The nematode C. elegans is a robust model organism that is broadly used in 
biology. It also has great potential for the study of host-microbe interactions, as 
it is possible to systematically knockout almost every gene in high-throughput 
fashion to examine the potential role of each gene in infection. While C. elegans 
has been successfully applied to the study of bacterial infections, only limited 
studies of antiviral responses have been possible since no virus capable of in-
fecting any Caenorhabditis nematode in laboratory culture has previously been 
described. Here we report the discovery of natural viruses infecting wild isolates 
of C. elegans and its relative C. briggsae. These novel viruses are most closely 
related to the ssRNA nodaviruses, but have larger genomes than other described 
nodaviruses and clearly represent a new taxon of virus. We were able to use these 
viruses to infect a variety of laboratory nematode strains. We show that mutant 
worms defective in the RNA interference pathway, an antiviral system known to 
operate in a number of organisms, accumulate more viral RNA than wild type 
strains. The discovery of these viruses will enable further studies of host-virus 
interactions in C. elegans and the identification of other host mechanisms that 
counter viral infection.

Introduction

Model organisms such as D. melanogaster (Hao et al., 2008; Sabin et al., 
2009) and C. elegans (Kim et al., 2002; Powell et al., 2009) have been increasingly 



APPENDIX A	 313

used in recent years to examine features of the host immune system and host-
pathogen co-evolution mechanisms, due to the genetic tractability and ease of 
manipulation of these organisms. A prerequisite to fully exploit such models is 
the identification of an appropriate microbe capable of naturally infecting the host 
organism. Analysis in C. elegans of bacterial pathogens such as Pseudomonas, 
Salmonella, or Serratia has been highly fruitful, in some instances revealing the 
existence of innate immune pathways in C. elegans that are also conserved in ver-
tebrates (Kim et al., 2002). The recent report of natural infections of C. elegans 
intestinal cells by microsporidia makes it a promising model for microsporidia 
biology (Troemel et al., 2008). Efforts to use C. elegans to understand anti-viral 
innate immunity, however, have been hampered by the lack of a natural virus 
competent to infect and replicate in C. elegans.

In the absence of a natural virus infection system, some efforts to define 
virus-host responses in C. elegans have been pursued using artificial methods of 
introducing viruses or partial virus genomes into animals (Liu et al., 2006; Lu 
et al., 2005). For example, the use of a transgenic Flock House virus RNA1 ge-
nome segment has clearly established a role for RNAi in counteracting replication 
of Flock House virus RNA (Lu et al., 2005) and has defined genes essential for 
the RNAi response (Lu et al., 2009). However, this experimental system can only 
examine replication of the viral RNA and is fundamentally unable to address the 
host response to other critical aspects of the virus life cycle such as virus entry, 
virion assembly, or egress. The ability of a host to target steps other than genome 
replication to control viral infections is highlighted by recent discoveries such as 
the identification of tetherin, which plays a critical role at the stage of viral egress 
by blocking the release of fully assembled HIV virions from infected human cells 
(Neil et al., 2008). Furthermore, the artificial systems used to date for analysis of 
virus-nematode interactions cannot be used to examine transmission dynamics 
of virus infection. These limitations underscore the need to establish an authentic 
viral infection and replication system in nematodes.

Natural populations of C. elegans have proven hard to find until recent years. 
The identification of C. elegans habitats and the development of simple isolation 
methods (MAF, unpublished) (Barrière and Félix, 2006) has now enabled exten-
sive collection of natural isolates of C. elegans. Here we report the discovery of 
natural populations of C. elegans and of its close relative C. briggsae that display 
abnormal morphologies of intestinal cells. These abnormal phenotypes can be 
maintained in permanent culture for several months, without detectable micro-
sporidial or bacterial infection. We show that these populations are infected by 
two distinct viruses, one specific for C. elegans (Orsay virus), one for C. briggsae 
(Santeuil virus). These viruses resemble viruses in the Nodaviridae family, with 
a small, bipartite, RNA (+sense) genome. Infection by each virus is transmitted 
horizontally. In both nematode species, we find intraspecific variation in sensi-
tivity to the species-specific virus. We further show that infected worms mount 
a small RNA response and that RNAi mechanisms act as antiviral immunity in 
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nematodes. Finally, we demonstrate that the C. elegans isolate from which Or-
say virus was isolated is incapable of mounting an effective RNAi response in 
somatic cells. We thus find natural variation in host antiviral defenses. Critically, 
these results establish the first experimental viral infection system in C. elegans 
suitable for probing all facets of the host antiviral response.

Results

Natural Viral Infections of C. briggsae and C. elegans

From surveys of wild nematodes from rotting fruit in different regions of 
France, multiple Caenorhabditis strains were isolated that displayed a similar 
unusual morphology of the intestinal cells and no visible pathogen by opti-
cal microscopy. Intestinal cell structures such as storage granules disappeared 
(Figures A13-1A–J, A13-2A–C) and the cytoplasm lost viscosity and became 
fluid (Figure A13-1B, I), moving extensively during movement of the animal. 
The intestinal apical border showed extensive convolutions and intermediate 
filament disorganization (Figures A13-1A, A13-2H, as described in some inter-
mediate filament mutants [Hüsken et al., 2008]). Multi-membrane structures were 
sometimes apparent in the cytoplasm (Figure A13-1C). Elongation of nuclei and 
nucleoli, and nuclear degeneration, were observed using Nomarski optics, live 
Hoechst 33342 staining, and electron microscopy (Figures A13-1E–H, A13-2D–
F). Finally, some intestinal cells fused together (Figure A13-1I). This suite of 
symptoms was first noticed during sampling of C. briggsae. Indeed, more in-
dividuals appeared affected in C. briggsae than in C. elegans cultures, and to a 
greater extent (Figure A13-1K).

One representative, stably infected, strain of each nematode species, C. el-
egans JU1580 (isolated from a rotting apple in Orsay, France) and C. briggsae 
JU1264 (isolated from a snail on a rotting grape in Santeuil, France), were se-
lected for detailed analysis. Bleaching of adult animals resulted in phenotype-free 
progeny from both strains, demonstrating that the phenotype was not vertically 
transmitted (embryos are resistant to the bleaching treatment) (Figure A13-1K). 
Addition of dead infected animals, or homogenates from infected animals after 
filtration through 0.2 μm filters, to plates containing previously bleached animals 
recapitulated the morphological phenotype, raising the possibility that a virus 
might play a role in inducing the morphological phenotype (Figure A13-1K). 
We found that the infectious agent could be passed on horizontally through live 
animals by incubating GFP-labeled animals (strain JU1894, Table A13-1) with 
10 non-GFP-infected worms (JU1580), checking that the latter did not die be-
fore removing them 24 h later. The GFP-labeled culture displayed the intestinal 
symptoms after a week. One possibility is that the intestinal infectious agent is 
shed from the intestine through the rectum and may enter the next animal during 
feeding.
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In support of the hypothesis that these wild Caenorhabditis were infected by 
a virus, small virus-like particles of approximately 20 nm diameter were visible 
by electron microscopy of the intestinal cells (Figures A13-2H, S1). Such par-
ticles were not observed in bleached animals, nor in C. elegans animals infected 
by bacteria, which showed a strong reduction of intestinal cell volume (strain 
JU1409, unpublished data).

While a clear morphological phenotype was visible by microscopy, infection 
did not cause a dramatic decrease in adult longevity (unpublished data), nor a 
change in brood size (Figure S2A,B). However, progeny production was signifi-
cantly slowed down during adulthood, most clearly in the infected C. briggsae 
JU1264 isolate compared to the uninfected control (Figure S2D).

Molecular Identification of Two Divergent Viruses

An unbiased high-throughput pyrosequencing approach was used to deter-
mine whether any known or novel viruses were present in the animals. From 
JU1264, 28 unique sequence reads were identified initially that shared 30%–48% 
amino acid sequence identity to known viruses in the family Nodaviridae. No-
daviruses are bipartite positive strand RNA viruses. The RNA1 segment of all 
previously described nodaviruses is ~3.1 kb and encodes ORF A, the viral RNA-
dependent RNA polymerase. Some nodaviruses also encode ORFs B1/B2 at the 
3′ end of the RNA1 segment. The B1 protein is of unknown function while the 
B2 protein is able to inhibit RNAi (Li et al., 2002). The RNA2 segment of all 
previously described nodaviruses is ~1.4 kb and possesses a single ORF encod-
ing the viral capsid protein. Assembly of the initial JU1264 pyrosequencing 
reads followed by additional pyrosequencing, RT-PCR, 5′ RACE, and 3′ RACE 
yielded two final contigs, which were confirmed by sequencing of overlapping 
RT-PCR amplicons. The two contigs corresponded to the RNA1 and RNA2 
segments of a novel virus. The first contig (3,628 nt) encoded a predicted open 
reading frame of 982 amino acids that shared 26%–27% amino acid identity to 
the RNA-dependent RNA polymerase of multiple known nodaviruses by BLAST 
alignment. All known nodavirus B2 proteins overlap with the C-terminus of the 
RNA-dependent RNA polymerase and are encoded in the +1 frame relative to the 
polymerase. No open reading frame with these properties was predicted in the 3′ 
end of the RNA1 segment. The second contig of 2,653 nt, which was presumed 
to be the near-complete RNA2 segment, encoded at its 5′ end a predicted protein 
with ~30% identity to known nodavirus capsid proteins (Figure A13-3A). This 
contig was ~1 kb larger than the RNA2 segment of all previously described no-
daviruses and appeared to encode a second ORF of 332 amino acids at the 3′ end. 
This second predicted ORF, named ORF δ, had no significant BLAST similarity 
to any sequence in Genbank.

Pyrosequencing of JU1580 demonstrated the presence of a second distinct 
virus that shared the same general genomic organization as the virus detected in 
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FIGURE A13-1 Intestinal cell infection phenotypes in wild Caenorhabditis isolates. (A–
H) C. briggsae JU1264 and (I, J) C. elegans JU1580 observed by Nomarski microscopy. 
(A–C, E–G, I) Infected adult hermaphrodites from the original cultures, with the diverse 
infection symptoms: convoluted apical intestinal border (A), degeneration of intestinal 
cell structures and liquefaction of the cytoplasm (B, G, I), presence of multi-membrane 
bodies (C). The animals in (E–H) were also observed in the fluorescence microscope 
after live Hoechst 33342 staining of the nuclei, showing the elongation and degeneration 
of nuclei (E′–H′). In (E), the nucleus and nucleolus are abnormally elongated. In (F), the 
nuclear membrane is no longer visible by Nomarski optics. In (G), the cell cytoplasmic 
structures are highly abnormal (apparent vacuolisation) and the nucleus is very reduced in 
size. In (E–H′), arrows denote nuclei and arrowheads nucleoli. The infected animal in (I) 
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JU1264. Partial genome sequences of 2,680 nucleotides of the RNA1 segment 
and 2,362 nucleotides of the RNA2 segment were obtained and confirmed by RT-
PCR. The putative RNA-dependent RNA polymerases of the two viruses shared 
44% amino acid identity by BLAST analysis. Like the virus in JU1264, the virus 
in JU1580 was predicted to encode a capsid protein at the 5′ end of the RNA2 
segment as well as a second ORF in the 3′ half of the RNA2 segment. The ORF 
δ encoded proteins from the two viruses shared 37% amino acid identity when 
compared using BLAST. Thus, the genomic organization of these two viruses, 
while sharing substantial commonality with known nodaviruses, also displayed 
novel genomic features.

TABLE A13-1 Strain List

Strain Genotype

JU1264 C. briggsae wild isolate, Santeuil, France
JU1580 C. elegans wild isolate, Orsay, France
AF16 C. briggsae wild reference isolate, India
N2 C. elegans wild reference isolate, England
CB4856 C. elegans wild isolate, Hawaii
AB1 C. elegans wild isolate, Australia
PB303 C. elegans wild isolate, USA
PB306 C. elegans wild isolate, USA
JU258 C. elegans wild isolate, Madeira
PS2025 C. elegans wild isolate, California, USA
JU1894 mfEx50[let858::GFP, myo-2::DsRed] in JU1580 background
JU1895 mfEx51[let858::GFP, myo-2::DsRed] in N2 background
WM27 rde-1(ne219) V
WM29 rde-2(ne221) I
WM49 rde-4(ne301) III
NL936 unc-32(e189) mut-7(pk204) III

 Phylogenetic analysis of the predicted RNA polymerase 
and capsid proteins demonstrated that the virus sequences in JU1580 and JU1264 

displays an abnormally large intestinal cell that is probably the result of cell fusions, with 
degeneration of cellular structures including nuclei. (D, H, J) Uninfected (bleached) adults. 
Arrowheads in (J) indicate antero-posterior boundaries between intestinal cells, each of 
which generally contains two nuclei. Bars: 10 μm. (K) Proportion of worms showing the 
indicated cumulative number of morphological infection symptoms in at least one intesti-
nal cell, in the original wild isolate (I), after bleaching (bl) and after re-infection by a 0.2 
μM filtrate (RI). Note that not all symptoms shown in (A–I) were scored, because some are 
difficult to score or may also occur in healthy animals. The animals were scored 4 d after 
re-infection for C. briggsae JU1264, and 7 d after re-infection for C. elegans JU1580, at 
23°C. The symptoms are similar in both species, and generally more frequent in JU1264. 

−11*** p value on number of worms showing infection symptoms <7.10 , Fisher’s exact 
−6 −2test; ** p value<3.10 ; * p value<3.10 .



318 THE SCIENCE AND APPLICATIONS OF MICROBIAL GENOMICS

FIGURE A13-2 Transmission electron micrographs of intestinal cells of C. elegans 
JU1580 adult hermaphrodites. (A,D,G) Bleached animals. (B–C, E–F, H) Naturally in-
fected animals. (A–C) The infection provokes a reorganization of cytoplasmic structures, 
most visibly the loss of intestinal lipid storage granules (g). The cytoplasm of infected 
intestinal cells mostly contains rough endoplasmic reticulum (rer) and mitochondria (m). 
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were highly divergent from all previously described nodaviruses and most closely 
related to each other (Figure A13-3B,C). We propose that these sequences rep-
resent two novel virus species and have tentatively named them Santeuil virus 
(from JU1264) and Orsay virus (from JU1580).

Viral Detection and Confirmation of Viral Infection

RT-PCR assays were used to analyze RNA extracted from JU1580, JU1264, 
their corresponding bleached control strains JU1580bl and JU1264bl, and the 
same strains following reinfection with viral filtrates. Orsay virus RNA could be 
detected by RT-PCR in the original JU1580 culture, disappeared in the bleached 
strains, and stably reappeared following re-infection with the corresponding vi-
ral filtrate (Figure A13-4A). The same pattern applied for the Santeuil virus and 
JU1264 animals (Figure A13-4B). JU1580 and JU1264 cultures continuously 
propagated for 6 mo by transferring a piece of agar (approx. 0.1 cm3) to the next 
plate twice a week continued to yield positive RT-PCR results (unpublished data).

Northern blotting confirmed the presence of Orsay and Santeuil virus RNA 
sequences in the infected animals. Hybridization with a DNA probe targeting the 
RNA1 segment of Santeuil virus yielded multiple bands in JU1264 animals but 
not in the corresponding bleached control strain. The strongest band detected 
migrated between 3.5 and 4 kb consistent with the 3,628 nt sequence we gener-
ated for the putative complete RNA1 segment (Figure A13-4C). Multiple higher 
molecular weight bands were also detected that may represent multimeric forms 
of the viral genomic RNAs, which have previously been described for some 
nodaviruses (Ball, 1994; Johnson et al., 2000). Northern blotting with a probe 
targeting the RNA2 segment (Figure A13-4C) yielded a major band that migrated 
at ~2.5 kb as well as fainter, higher molecular weight bands. Similar patterns were 
seen for both segments of Orsay virus (unpublished data).

* hole in the resin used for inclusion in electron microscopy. (D–F) A nucleus in a non-
infected animal is surrounded by a nuclear membrane (see inset in D), whereas the nuclear 
membrane disappears upon infection (E–F). Absence or incomplete nuclear membrane was 
observed repeatedly in infected animals, while the nuclear membrane could be observed 
on bleached animals (using both fixation methods). The nuclear material (n) in (F) may 
represent nucleolar material and at lower magnification (not shown) matches the shape 
of elongated nucleoli as observed by Nomarski optics (Figure A13-1E–G). The rough 
endoplasmic reticulum (rer) on the left of the mitochondrion (m) in (F) may be a remnant 
of the nuclear envelope. (G–H) The infection may result in disorganization of the inter-
mediate filament (IF) network normally located below the apical plasma membrane. On 
the right of (H) is shown a higher magnification of the intestinal lumen, showing putative 
viral particles (arrowheads). The animals were fixed using high-pressure freezing (A–C, 
E–F) or conventional fixation (D, G, H).
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FIGURE A13-3 Genomic organization and phylogenetic analysis of novel viruses. (A) 
Schematic of genomic organization of Santeuil virus. Predicted open reading frames are 
displayed in gray boxes. Red bar indicates sequence used to generate double-stranded 
DNA probes for Northern blotting. Blue bar indicates sequence used to generate single-
stranded riboprobes. (B) Neighbor-joining phylogenetic analysis of the predicted RNA-
dependent RNA polymerases encoded by the RNA1 segments. (C) Neighbor-joining 
phylogenetic analysis of the predicted capsid proteins encoded by the RNA2 segments.
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FIGURE A13-4 Molecular evidence of viral infection. (A) RT-PCR detection of the Orsay 
virus in the original JU1580 wild isolate (I), after bleaching (bl) and after re-infection by a 
0.2 μM filtrate after 7 d (RI1) and 3 wk (RI2) of culture at 23°C. (B) RT-PCR detection of 
the Santeuil virus in the original wild isolate (I), after bleaching (bl) and after re-infection 
by a 0.2 μM filtrate after 4 d (RI1) and 4 wk (RI2) at 23°C. (C) Northern blots of Santeuil 
virus RNA1 and RNA2 segments hybridized using a double-stranded DNA probe. (D) 
Northern blots of Santeuil virus RNA1 segment using + and − sense riboprobes. (E) RNA 
FISH with a probe targeting Orsay virus RNA1 segment. Representative JU1580bl animals 
following infection by Orsay virus (top and middle rows) or uninfected (bottom row). S 
corresponds to ovary sheath cells, OO is an oocyte, and I is an intestinal cell.
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To demonstrate virus replication in the infected animals, we performed 
Northern blotting using strand-specific riboprobes. For positive sense RNA vi-
ruses like nodaviruses, the negative sense RNA is only synthesized during active 
viral replication. It is not packaged in virions and typically exists in much lower 
quantities than the positive strand. Robust levels of the positive strand of the 
Santeuil virus RNA1 segment were detected (Figure A13-4D). Northern blotting 
with a riboprobe designed to hybridize to the negative sense strand detected a 
band of ~3.5 kb as well as higher molecular weight bands and a lower band of 
~1.5 kb (~30-fold longer exposure than the positive sense blot; Figure A13-4D). 
While the precise nature of the high and low molecular weight species remains 
to be defined, the presence of multiple RNA species of negative sense polarity in 
JU1264 animals demonstrates bona fide replication of Santeuil virus in JU1264.

In order to determine the localization of Orsay viral RNA in infected ani-
mals, we performed RNA fluorescent in situ hybridization (FISH) using a probe 
complementary to the positive sense RNA1 segment of Orsay virus. Viral RNA 
was robustly detected in intestinal cells of JU1580bl animals infected 4 d previ-
ously with Orsay viral filtrate (Figure A13-4E, top panels). Interestingly, some 
animals also showed localization of viral RNA in the somatic gonad (Figure A13-
4E, middle panels). JU1580bl animals not treated with the viral filtrate displayed 
no fluorescent signal (Figure A13-4E, bottom panels).

High Specificity of Infection by Orsay and Santeuil Nodaviruses

We tested whether the Orsay and Santeuil viruses could cross-infect the 
cured wild isolate of the other Caenorhabditis species, as well as the reference 
laboratory strains of C. elegans and C. briggsae. The Orsay and Santeuil viruses 
could only infect strains of C. elegans and C. briggsae, respectively (Figure A13-
5A,B and Figure S3). Furthermore, each virus showed intraspecific specificity of 
infection. Indeed, we could not detect any replication of the Santeuil virus in C. 
briggsae AF16. The N2 laboratory C. elegans strain, while infectable by Orsay 
virus, appeared to be more resistant to viral infection than JU1580bl. Quantita-
tive RT-PCR demonstrated that viral RNA accumulated in the N2 strain at levels 
above background but 50–100-fold lower than in JU1580bl (Figure A13-5C).

Small RNA Response upon Infection

One key defense mechanism of plants and animals against RNA viruses 
is the small RNA response (Aliyari and Ding, 2009). We therefore determined 
by deep sequencing of small RNAs whether the infected animals produced 
small RNAs in response to viral infection. We generated small RNA libraries 
from mixed-stage JU1580 animals infected with the Orsay virus and from the 
bleached control strain and analyzed them using Illumina/Solexa high-throughput 
sequencing. These libraries represent small RNAs of 18–30 nucleotides in length 
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independent of their 5′ termini. Small RNAs from infected JU1580 animals that 
mapped to viral RNA1 or RNA2 and had no match to the C. elegans genome are 
shown in Figure A13-6A and A13-6B, respectively. Of a total of 1,149,633 un-
ambiguously mapped unique sequences, almost 2% (21,392) mapped to the two 
RNA segments of Orsay virus. Such RNAs were virtually absent from a library 
generated from bleached JU1580 animals (<0.001%) (unpublished data). Small 
RNAs that corresponded to the sense strand of the viral RNAs had a broad length 
distribution and no 5′ nucleotide preference. These sense small RNAs might 
represent Dicer cleavage products or other viral RNA degradation intermediates. 
In contrast, most antisense small RNAs were 22 nt long and showed a bias for 
guanidine as the first base (Figure A13-6A, B). This signature is reminiscent of 
a class of secondary RNAs named 22G RNAs that are thought to be downstream 
effectors of exogenous and endogenous small RNA pathways (Gu et al., 2009; 
Pak and Fire, 2007; Sijen et al., 2007).

FIGURE A13-5 Specificity of infection by the Orsay and Santeuil viruses. (A) Specificity 
of infection by the Orsay virus. Each Caenorhabditis strain (name indicated below the gel) 
was mock-infected (–) or infected with a virus filtrate (+). RT-PCR on cultures after 7 d 
at 23°C. See Figure S3 for corresponding morphological symptom scoring. (B) Specific-
ity of infection by the Santeuil virus. RT-PCR results after 4 d at 23°C. (C) Quantitative 
variation in viral replication N2 versus JU1580. N2 and JU1580 were tested by qRT-PCR 
for infection with Orsay virus extract (n = 10 independent replicates for each strain). By 
conventional RT-PCR assay, Orsay virus infection of N2 yielded positive bands in 3 out of 
10 replicate infections whereas 7 out of 10 replicate infections of JU1580bl were positive 
in these conditions. Control RNA (n = 6) was extracted from JU1580bl animals grown in 
parallel without virus filtrate, and to which filtrate was added at the time of sample col-
lection. RNA levels were normalized to ama-1 and shown as average fold-change relative 
to JU1580bl. Error bars represent SEM.

 Such RNAs are not associated with trans-
genes expressed in the soma of C. elegans from extrachromosomal arrays (Pak 
and Fire, 2007) nor generally a feature associated with active transcription of 
endogenous genes (Gu et al., 2009; Pak and Fire, 2007; Sijen et al., 2007). These 



324

F
IG

U
R

E
 A

13
-6

 S
m

al
l 

R
N

A
s 

pr
od

uc
ed

 u
po

n 
vi

ra
l 

in
fe

ct
io

n.
 N

um
be

r 
of

 u
ni

qu
e 

se
qu

en
ce

s 
ob

ta
in

ed
 b

y 
Il

lu
m

in
a/

So
le

xa
 h

ig
h-

th
ro

ug
hp

ut
 

se
qu

en
ci

ng
 o

f 
a 

5′
-i

nd
ep

en
de

nt
 s

m
al

l 
R

N
A

 l
ib

ra
ry

 f
ro

m
 J

U
15

80
 m

at
ch

in
g 

a 
gi

ve
n 

po
si

ti
on

 i
n 

th
e 

O
rs

ay
 v

ir
us

 s
eg

m
en

t 
R

N
A

1 
(A

) 
or

 R
N

A
2 

(B
).

 T
he

 n
um

be
r 

of
 s

eq
ue

nc
es

 i
n 

se
ns

e 
an

d 
an

ti
se

ns
e 

or
ie

nt
at

io
n 

ar
e 

sh
ow

n 
on

 t
he

 p
os

it
iv

e 
(b

lu
e)

 a
nd

 n
eg

at
iv

e 
(r

ed
) 

y-
ax

is
, r

es
pe

ct
iv

el
y.

 O
nl

y 
se

qu
en

ce
s 

w
it

h 
a 

pe
rf

ec
t a

nd
 u

na
m

bi
gu

ou
s 

m
at

ch
 to

 th
e 

vi
ru

s 
ge

no
m

e 
w

er
e 

co
ns

id
er

ed
. T

he
 lo

ca
ti

on
 o

f 
vi

ru
s 

pr
ot

ei
n-

co
di

ng
 g

en
es

 is
 in

di
ca

te
d 

be
lo

w
 e

ac
h 

gr
ap

h 
as

 b
la

ck
 b

ar
s 

an
d 

th
e 

R
N

A
 g

en
om

e 
as

 a
 l

in
e.

 F
ea

tu
re

s 
of

 s
en

se
 a

nd
 a

nt
is

en
se

 s
eq

ue
nc

es
 (

le
ng

th
 a

nd
 i

de
nt

it
y 

of
 fi

rs
t 

nu
cl

eo
-

ti
de

) 
ar

e 
sh

ow
n 

to
 th

e 
ri

gh
t o

f 
ea

ch
 g

ra
ph

.

 



APPENDIX A 325

data suggest that JU1580 animals raise a small RNA response to viral infection. 
We also detected small RNAs of both sense and antisense polarity that mapped 
to the Santeuil virus genome in the JU1264 wild C. briggsae isolate but not in 
bleached animals (unpublished data).

FIGURE A13-7 RNAi-deficient mutants of C. elegans can be infected by the Orsay virus. 
(A) JU1580bl, N2, rde-1(ne219) (n = 10 independent replicates each), rde-2(ne221), rde-
4(ne301), and mut-7(pk204) (n = 5 independent replicates each) were tested by qRT-PCR 
for infection with Orsay virus extract. RNA levels were normalized to ama-1 and shown 
as average fold-change relative to JU1580bl. Error bars represent SEM. Same results as 
displayed in Figure A13-5C for N2 and JU1580. (B) Scoring of symptoms in two inde-
pendent replicates of infection of rde-1 mutant and wild-type N2 animals by the Orsay 
virus filtrate, after 4 d.

RNAi Competency of the Host Is an Antiviral Defense

As viral infection appears to invoke a small RNA response in JU1580 ani-
mals, we next tested if mutations in small RNA pathways could affect replication 
of the Orsay virus. Orsay virus infection of the N2 reference strain was reduced 
compared to JU1580, as assayed by viral RNA qRT-PCR (Figure A13-5C) and 
infection symptoms (Figures S3A and A13-7B). Mutation of the rde-1 gene—
which encodes an Argonaute protein required for the initiation of exogenous 
RNAi (Tabara et al., 1999)—in the N2 background increased viral RNA abun-
dance and morphological symptoms to levels comparable to JU1580 using both 
assays (Figure A13-7A,B). The infected rde-1 strain produced infectious viral 
particles, as reinfection of the cured JU1580 strain by filtrates of infected rde-1 
animals yielded positive RT-PCR results (unpublished data). In addition, muta-
tion of other exogenous RNAi pathway genes including rde-2, rde-4, and mut-7 
(Table A13-1) also led to increased viral RNA accumulation as determined by 
quantitative RT-PCR (Figure A13-7A). We thus conclude that RNAi mechanisms 
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provide antiviral immunity to C. elegans and that Orsay virus infection of mutant 
animals can be used to define genes important for antiviral defense.

Natural Variation in Somatic RNAi Efficiency in C. elegans

Since a functional RNAi pathway limits the accumulation of viral RNA in 
the N2 reference strain, we assessed the exogenous RNAi competency of the 
bleached culture of JU1580 (JU1580bl) relative to the reference N2 strain. Using 
external application of dsRNAs by feeding, JU1580bl was found to be highly re-
sistant to RNAi of a somatically expressed gene (unc-22) but competent for RNA 
inactivation of a germline-expressed gene (pos-1) (Figure A13-8A, B). C. elegans 
wild isolates, such as CB4856, were previously known to be variably sensitive to 
germline RNAi (Tijsterman et al., 2002). Here we thus observed for the first time 
a large variation in sensitivity to somatic RNAi, which does not correlate with 
germline RNAi sensitivity and thus cannot be due to inability to intake dsRNA 
from the intestinal lumen. We confirmed insensitivity to somatic RNAi of the 
JU1580bl isolate using a ubiquitously expressed GFP transgene (let-858::GFP), 
which was inactivated by GFP RNAi in the C. elegans N2 reference background, 
but only modestly repressed in the JU1580bl isolate (Figure A13-8C, Figure S4). 
We confirmed that the insensitivity to somatic RNAi also applied when unc-22 
dsRNAs were directly injected into the syncytial germline (Figure A13-8D). 
Therefore, the robust accumulation of Orsay virus RNA observed in infected 
JU1580 may be rendered possible in part by the partial defect in the somatic 
RNAi pathway of this wild isolate. The accumulation of small RNAs in response 
to the virus in infected JU1580 indicates, however, that its RNAi response is at 
least partially active in some tissues, perhaps including the germline.

The germline RNAi competence of JU1580 together with the presence of 
Orsay virus RNA1 in the somatic gonad raises the possibility that vertical trans-
mission of viral infection could occur in a strain defective for germline RNAi. To 
examine this possibility, JU1580bl, N2, and rde-1 were exposed to Orsay virus 
filtrate. A subset of adult animals from each plate was bleached and their adult 
offspring collected 4 d later. No evidence for vertical transmission was observed 
by qRT-PCR for Orsay virus RNA in any strain (Figure S5).

We further tested the efficiency of the RNAi response in six other wild C. 
elegans isolates representative of its worldwide diversity (Figure A13-8A, B, 
D). Our results suggest that the somatic RNAi response varies quantitatively in 
C. elegans and is not correlated with germline RNAi sensitivity. Under experi-
mental conditions that yield efficient infection of JU1580bl by Orsay virus, none 
of the other strains yielded significant levels of morphological symptoms (Fig-
ure A13-8E). Only JU1580bl and JU258 were positive by RT-PCR (unpublished 
data). Thus, factors other than RNAi competency also contribute to the sensitivity 
of C. elegans to the Orsay virus.
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FIGURE A13-8 Natural variation in somatic RNAi efficacy in C. elegans. (A) Somatic 
RNAi was tested using bacteria expressing dsRNA specific for the unc-22 gene (acting 
in muscle [Fire et al., 1998]). The percentage of animals with the corresponding twitcher 
phenotype is shown for different C. elegans wild isolates (representative of the species’ 
diversity [Milloz et al., 2008]). Bar: standard error over four replicate plates. (B) Germline 
RNAi was tested by feeding the animals with bacteria expressing dsRNA specific for the 
pos-1 gene. The percentage of animals with the corresponding embryonic-lethal phenotype 
is shown for five wild genetic backgrounds of C. elegans. Cbr-lin-12 RNAi is a negative 
control. Bar: standard error over six replicate plates (too small to be seen). n>450 observed 
individuals for each treatment. (C) Somatic RNAi was tested using bacteria expressing 
dsRNA specific for GFP. Each point corresponds to the median log2(GFP/DsRed) intensity 
ratio from one flow cytometry run of strains carrying the let-858::GFP transgene in the 
JU1580 and N2 backgrounds, after treatment with GFP RNAi or empty vector. Horizontal 
bars indicate group means. The difference in log2 intensity ratios between GFP RNAi and 
empty vector is reduced in JU1580 compared to N2 (p<0.001, see Methods). (D) unc-22 
dsRNA was administered by injection into the syncytial germline of the mother. 10–14 
animals of each genotype were injected and 30 progeny were scored for the twitcher 
phenotype on each plate. (E) Orsay virus sensitivity of seven wild C. elegans isolates 
representative of the species’ diversity. Morphological symptoms were scored 5 d after 
infection of clean cultures by the Orsay virus filtrate at 23°C. The JU1580 control was 
performed in duplicate. Bar: standard error on total proportion. *** p<0.001.
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Discussion

The First Viruses Infecting Caenorhabditis

Here we report the first molecular description, to our knowledge, of viruses 
that naturally infect nematodes in the wild. The two novel viruses we identified, 
while clearly related to known nodaviruses, possess unique genomic features 
absent from all other previously described nodaviruses. These viruses may thus 
define a novel genus within the family Nodaviridae or may even represent 
prototype species of a new virus family (pending formal classification by the 
International Committee for the Taxonomy of Viruses). The same range of in-
testinal symptoms was observed in animals that were infected by the Orsay and 
Santeuil viruses, further suggesting that these viral infections were causing the 
cellular symptoms. We observed putative viral particles of the size expected for 
nodaviruses, and a strong RNA FISH signal in intestinal cells and the somatic 
gonad of infected animals demonstrating that the virus is present intracellularly. 
It is likely that further sampling of natural populations of Caenorhabditis will 
yield other viruses of this and other groups. In fact, these symptoms were seen 
repeatedly in C. briggsae animals sampled from different locations in France, and 
in one instance, a Santeuil virus variant has been identified (unpublished data).

A characteristic feature of these two viruses is the presence of the novel 
ORF δ. Conservation of sequence length and identity of the ORF δ in these two 
viruses, and the absence of this ORF in all other described nodaviruses, suggests 
that this predicted protein is likely to be important for the ability of the virus 
to infect or replicate in nematodes. Its function is currently unknown, but it is 
tempting to speculate that this protein may play a role in antagonizing an innate 
antiviral pathway.

A Laboratory Viral Infection of a Small Model Animal

The infection of C. elegans by the Orsay nodavirus provides an exciting 
prospect for studies in virology, host cell biology, and antiviral innate immunity. 
Genetic screens to identify anti-viral factors in model organisms have been lim-
ited in large part by the lack of natural infection systems. Although Drosophila 
has been used with great success to examine host-virus interactions for various 
insect viruses (Huszar and Imler, 2008) and influenza (Hao et al., 2008), none 
of these studies has examined viral infection of the host organism by natural 
transmission routes. Here we present a novel association between C. elegans and 
a virus that persists in culture through horizontal transmission, causing high dam-
age in intestinal cells yet remarkably little effect on the animal, which continues 
moving, eating, and producing progeny, although at a lower rate.

De novo infection of naïve animals can be affected by the simple addition 
of either dead infected animals or homogenized lysates made from infected 
animals to culture dishes. This is sufficient to seed sustained complete cycles of 
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viral replication, shedding, and infection. With this system, it is now possible to 
embark on whole genome genetic screens to identify host factors that block any 
facet of the viral life cycle. Using the current experimental conditions, infection 
of JU1580bl and rde-1 mutants in N2 background was highly reproducible. The 
fact that the reference wild type N2 strain may only sustain a very low yet detect-
able viral titer makes it a particularly favorable genetic background in which to 
screen for genes involved in interaction with the virus.

The intestine is a tissue that is particularly exposed to microbes through in-
gestion, and is a main entry point for pathogens in C. elegans as in other animals. 
In C. elegans, the intestinal cells are large and easily amenable to observations 
by optical microscopy. The viral parasites affect the organization of the polarized 
epithelial intestinal cells and will likely provide interesting mechanisms and tools 
to study their cell biology. Clear reorganization occurs in the intermediate fila-
ments that line the apical brush border, as well as in the lipid storage granules, 
the nuclear membrane, and other intracellular compartments.

The abnormal state of the intestinal cells may slow down progeny produc-
tion by decreasing the food intake. Alternatively, the presence of viral RNA in 
the somatic gonad may explain the delay in progeny production, although no go-
nadal cellular phenotypes have been observed. The presence of viral RNA in the 
somatic gonad is particularly interesting given the lack of vertical transmission.

Targeted Mutant Screens with Orsay Virus Confirm a Role for RNAi in 
Antiviral Defense

Although prior studies have clearly demonstrated a role for C. elegans RNAi 
in counteracting viral infection, these studies utilized either a transgenic system 
of viral RNA expression (Lu et al., 2005) or primary culture cells (Schoot et al., 
2005; Wilkins et al., 2005). The observed susceptibility of Orsay virus RNA to 
RNAi processing in JU1580 animals provides the first evidence in a completely 
natural setting, without any artificial manipulations, that RNAi serves an antiviral 
role in nematodes. Coupled to the increase in accumulation of Orsay virus RNA 
in RNAi pathway mutant strains as compared to wild type N2, these studies 
demonstrate that the RNAi pathway is an important antiviral defense against 
Orsay virus. Moreover, these results demonstrate the feasibility of identifying 
antiviral genes or pathways in this experimental infection system. The mechanism 
by which the animals prevent transmission to their offspring is unclear, but our 
initial results with rde-1 mutants suggest that perturbing germline RNAi is not 
sufficient to enable vertical transmission.

Evolution of Viral Sensitivity and Specificity in Natural Populations

The quantitative difference in Orsay nodavirus sensitivity between the N2 
and JU1580 wild C. elegans genetic backgrounds will allow the identification of 
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a set of host genes that modulate viral sensitivity during evolution of natural host 
populations. Based on the defect in exogenous RNAi of the JU1580 strain, we 
speculate that this set will include, but is unlikely to be limited to, genes involved 
in exogenous RNAi pathways. Support for the role of other genes outside the 
RNAi pathway comes from our data on natural isolates. Despite the fact that the 
magnitude of the somatic RNAi defect of the natural isolate PS2025 was compa-
rable to that of JU1580, no evidence of viral RNA accumulation or morphologi-
cal symptoms was observed following addition of Orsay virus filtrate. Whether 
PS2025 lacks one or more crucial receptors for viral infection or has alternative 
antiviral pathways that suppress viral replication is currently unknown.

In addition, the Orsay and Santeuil viruses appear to specifically infect C. 
elegans and C. briggsae, respectively. Moreover, the C. elegans rde-1 mutation 
in the N2 background confers susceptibility to the Orsay virus, but not to the 
Santeuil virus (Figure S3C). The two viruses thus provide a system to study host-
parasite specificity and its evolution. With the isolation of additional variants of 
each virus (our unpublished data), viral evolution studies can also be undertaken. 
Host-parasite evolutionary and ecological interactions can thus be explored at 
two evolutionary scales, within and between species of both host and parasite. 
The rapid life cycle of C. elegans also allows experimental evolution in the 
laboratory (Azevedo et al., 2002; Schulte et al., 2010). This model system, which 
can include both natural and engineered variants of both virus and host, is thus 
favorable for combining studies of host-pathogen co-evolution in the laboratory 
and in natural populations.

Materials and Methods

Nematode Field Isolation

Caenorhabditis nematodes were isolated on C. elegans culture plates seeded 
with E. coli strain OP50 using the procedures described in (Barrière and Félix, 
2006). JU1264 was isolated from a snail collected on rotting grapes in Santeuil 
(Val d’Oise, France) on 14 Oct 2007. JU1580 was isolated from a rotting apple 
sampled in Orsay (Essonne, France) on 6 Oct 2008. When required, cultures were 
cleared of natural bacterial contamination by frequent passaging of the animals 
and/or antibiotic treatment (LB plates with 50 μg/ml tetracycline, ampicilline, or 
kanamycine for 1 h). Infected cultures were kept frozen at −80°C and in liquid 
N2 as described in Wood (1988). Bleaching was performed as in Wood (1998).

Light Microscopy

When observed with a transillumination dissecting microscope, infected 
animals displayed a paler intestine than healthy worms. This lack of intestinal 
coloration occurred all along the entire intestinal tract in C. briggsae JU1264 
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and preferentially in the anterior intestinal tract in C. elegans JU1580. Intestinal 
cells were observed with Nomarski optics with a 63× or 100× objective. The four 
symptoms used for scoring were 1, the disappearance of gut granules in at least 
part of a cell; 2, degeneration of the nucleus including a very elongated nuclear 
or nucleolus (when the rest of the nucleus has degenerated) or the apparent disap-
pearance of the nucleus; 3, the loss of cytoplasmic viscosity visible as a very fluid 
flow of cytosol within the cell; and 4, the fusion of intestinal cells. Some of these 
traits may sometimes appear in uninfected animals. We systematically tested for 
a significant increase after infection of the proportion of animals with symptoms 
(Fisher’s exact test). Note that some of these symptoms can also be caused by 
microsporidial and bacterial infections. Thus, the diagnostic of a viral infection 
based on the cellular symptoms requires an otherwise clean culture.

Live Hoechst 33342 Staining of Nuclei

Animals were washed off a culture plate in 10 ml of ddH20, pelleted and 
incubated in 10 ml of 10 µg/ml Hoechst 33342 in ddH20 for 45 min with soft 
agitation, protecting the tube from light with an aluminum foil. The animals were 
then pelleted and transferred to a new culture plate seeded with E. coli OP50. 
After 2 h, they were mounted and observed with a fluorescence microscope.

Electron Microscopy

A few adults were washed in 0.2 ml of M9 solution, suspended in 2% para-
formaldehyde +0.1% glutaraldehyde, and cut in two on ice under a dissecting 
microscope for better reagent penetration (Hall, 1995). Worm pieces were then 
resuspended overnight in 2% OsO4 at 4°C, washed, embedded in 2% low melt-
ing point agar, dehydrated in solutions of increasing ethanol concentrations, and 
embedded in resin (Epon-Araldite). High-pressure freezing was performed using 
a Leica PACT2 high-pressure freezer (Weimer, 2006).

Progeny Counts

The time course was started by isolating single L4 larvae for C. elegans 
JU1580 and single L3 larvae for C. briggsae JU1264. The parent animal then 
transferred every day to a new plate until the end of progeny production. The 
plates were incubated at 20°C for 2 d and kept at 4°C until scoring. The few 
cases where the parent died before the end of its laying period were not in-
cluded. Some progeny died as embryos in both infected and non-infected cultures 
(non-significant effect of treatment; unpublished data). The timing of progeny 
production was analyzed in R using a Generalized Linear Model using infec-
tion status, day, individual (nested in infection status), and Infection Status×Day 
as explanatory variables, assuming a Poisson response variable and a log link 
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function. Individual, day and Infection Status×Day were the significant explana-
tory variables for both JU1264 and JU1580 (p<0.001).

Infectious Filtrate Preparation and Animal Infections

Nematodes were grown on 10 plates (90 mm diameter) until just starved, 
resuspended in 15 ml of 20 mM Tris-Cl pH 7.8, and pelleted by low-speed cen-
trifugation (5,000 g). The supernatant was centrifuged twice at 21,000 g for 5 
min (4°C) and pellets discarded. The supernatant was passed on a 0.2 μm filter. 
55 mm culture plates were prepared with 2–5 young adults of N2, rde-1(ne219), 
or JU1580bl. At the same time (Figures A13-1K, A13-4A,B, A13-5, A13-7B, and 
S3), or the following day (Figures A13-5C, A13-7A), 30 μl of infectious filtrate 
was pipetted onto the bacterial lawn. The cultures were incubated at 20°C except 
otherwise indicated. When both C. elegans and C. briggsae were grown in paral-
lel, an incubation temperature of 23°C (indicated in the figure legends) was used 
so that both species developed at similar speeds. Maintenance over more than 4 
d after re-infection was performed by transferring a piece of agar (approx. 0.1 
cm3) every 2–3 d to a new plate with food.

High-Throughput Sequencing

Phenol-chloroform purified DNA and RNA from infected JU1580 and 
JU1264 animals were subject to random PCR amplification as described (Wang 
et al., 2003). The amplicons were then pyrosequenced following standard library 
construction on a Roche Titanium Genome Sequencer. Raw sequence reads were 
filtered for quality and repetitive sequences. BLASTn and BLASTx were used to 
identify sequences with limited similarity to known viruses in Genbank. Contigs 
were assembled using the Newbler assembler. To confirm the assembly, primers 
for RT-PCR were designed to amplify overlapping fragments of ~1.5 kb. Ampli-
cons were cloned and sequenced.

5′ and 3′ RACE

5′ RACE was performed according to standard protocols (Invitrogen 5′ 
RACE kit). 3′ RACE was performed by first adding a polyA tail using PolyA 
polymerase (Ambion) and then using Qiagen 1-step RT-PCR kit with gene spe-
cific primers and an oligo-dT-adapter primer. Products were cloned into pCR4 
and sequenced using standard Sanger chemistry.

Small RNA Sequencing

4–6 90 mm plates with 15–20 adults (JU1580 or bleached JU1580) were 
grown for 4 d at 20°C. Mixed stage animals from all plates were collected, 
pooled, and frozen at −80°C. Total RNA was extracted using the mirVana miRNA 
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isolation kit (Ambion). Small RNAs were size selected to 18–30 bases by dena-
turing polyacrylamide gel fractionation. A cDNA library that did not depend on 
5′-monophosphates was constructed by tobacco acid pyrophosphatase treatment 
using adapters recommended for Solexa sequencing as described previously (Das 
et al., 2008). Each sample was labeled with a unique four base pair barcode. 
cDNA was purified using the NucleoSpin Extract II kit (Macherey & Nagel). 
Small RNA libraries were sequenced using the Illumina/Solexa GA2 platform 
(Illumina, Inc., San Diego, CA). Fastq data files were processed using custom 
Perl scripts. Reads with missing bases or whose first four bases did not match 
any of the expected barcodes were excluded. Reads were trimmed by removing 
the first four nucleotides and any 3′ As. The obtained inserts were collapsed to 
unique sequences, retaining the number of reads for each sequence. Sequences 
in the expected size range (18–30 nucleotides) were aligned to the C. elegans 
genome (WS190) downloaded from the UCSC Genome Browser website (http://
genome.ucsc.edu/) (Kent et al., 2002) and the JU1580 partial virus genome using 
the ELAND module within the Illumina Genome Analyzer Pipeline Software, 
v0.3.0. Figure A13-6 is based on unique sequences (multiple reads of the same 
sequence were collapsed) with perfect and unambiguous alignment to the Orsay 
virus genome. Small RNA sequence data were submitted to the Gene Expression 
Omnibus under accession number GSE21736.

Neighbor-Joining Phylogenetic Analysis

The predicted amino acid sequences from Orsay and Santeuil nodaviruses 
were aligned using ClustalW to the protein sequences of the following nodavi-
ruses. Capsid Protein: Barfin1 flounder nervous necrosis virus NC_013459, Bar-
fin2 flounder virus BF93Hok RNA2 NC_011064, Black beetle virus NC_002037, 
Boolarra virus NC_004145, Epinephelus tauvina nervous necrosis virus 
NC_004136, Flock house virus NC_004144, Macrobrachium rosenbergii noda-
virus RNA-2 NC_005095, Nodamura virus RNA2 NC_002691, Pariacoto virus 
RNA2 NC_003692, Redspotted grouper nervous necrosis virus NC_008041, 
Striped Jack nervous necrosis virus RNA2 NC_003449, Tiger puffer nervous 
necrosis virus NC_013461, Wuhan nodavirus ABB71128.1, and American noda-
virus ACU32796.1. 1,000 bootstrap replicates were performed.

RNA Polymerase: Barfin flounder nervous necrosis virus YP_003288756.1, 
Barfin flounder virus BF93Hok YP_002019751.1, Black beetle virus YP_053043, 
Boolarra virus NP_689439, Epinephelus tauvina nervous necrosis virus 
NP_689433.1, Flock house virus NP_689444.1, Nodamura virus NP_077730, 
Pariacoto virus NP_620109.1, Redspotted grouper nervous necrosis virus 
YP_611155.1, Striped Jack nervous necrosis virus NP_599247.1, Tiger puffer 
nervous necrosis virus YP_003288759.1, Macrobrachium rosenbergii nodavirus 
NP_919036.1, Wuhan_Nodavirus AAY27743, and American nodavirus SW-
2009a ACU32794.1. 1,000 bootstrap replicates were performed.
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RT-PCR

Nematodes from two culture plates were resuspended in M9 and then washed 
three times in 10 ml M9. RNA was extracted using Trizol (Invitrogen) (5–10 
vol:vol of pelleted worms) and resuspended in 20 µl in RNAse-free ddH2O. 5 
µg of RNA were reverse transcribed using SuperscriptIII (Invitrogen) in a 20 µl 
volume. 5 µl were used for PCR in a 20 µl volume (annealing temperature 60°C, 
35 cycles). For the Orsay nodavirus, the reverse transcription used the GW195 
primer (5′ GACGCTTCCAAGATTGGTATTGGT) and the PCR oTB3 (5′ CG-
GATTCTCGACATAGTCG) and oTB4 (5′GTAGGCGAGGAAGGAGATG). For 
the Santeuil nodavirus, reverse transcription used oTB6RT (5′ GGTTCTGGTG-
GTGATGGTG) and PCR oTB5 (5′ GCGGATGTTCTTCACGGAC) and oTB6 
(5′ GTCAGTAGCGGACCAGATG).

One-Step RT-PCR

Animals from one 55 mm culture plate plus viral filtrate (see infection 
procedure) were washed twice in M9. RNA was extracted using 1 ml Trizol 
(Invitrogen) and resuspended in 10 µl DEPC-treated H2O. 0.1 µl was used for RT-
PCR using the OneStep RT-PCR Kit (Qiagen). Primers annealed to viral RNA1 
(GW194 and GW195).

qRT-PCR

cDNA was generated from 1 µg total RNA with random primers using 
Superscript III (Invitrogen). cDNA was diluted to 1:100 for qRT-PCR analysis. 
qRT-PCR was performed using either QuantiTect SYBR Green PCR (Qiagen) or 
ABsolute Blue SYBR Green ROX (Thermo Scientific). The amplification was 
performed on a 7300 Real Time PCR System (Applied Biosystems). Each sample 
was normalized to ama-1, and then viral RNA1 (primers GW194: 5′ ACC TCA 
CAA CTG CCA TCT ACA and GW195: 5′ GAC GCT TCC AAG ATT GGT 
ATT GGT) levels were compared to those present in re-infected bleached JU1580 
animals.

Northern Blotting

For Northern blots, 0.5 µg of total RNA extracted from JU1264 and 
JU1264bl animals were electrophoresed through 1.0% denaturing formaldehyde-
MOPS agarose gels. RNA was transferred to Hybond nylon membranes and 
then subject to UV cross-linking followed by baking at 75°C for 20 min. Double 
stranded DNA probes targeting the RNA1 segment of Santeuil nodavirus (nt 
1141–1634) and the RNA2 segment of Santeuil nodavirus (nt 1833–2308) were 
generated by random priming in the presence of α-32P dATP using the Decaprime 
kit (Ambion). Blots were hybridized for 4 h at 65°C in Rapid hyb buffer (GE 
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Healthcare) and washed in 2XSSC/0.1%SDS 5 min×2 at 25°C, 1XSSC/0.1%SDS 
10 min×2 at 25°C, 0.1XSSC/0.1%SDS 5 min×4 at 25°C, and 0.1XSSC/0.1%SDS 
15 min×2 at 42°C and 0.1XSSC/0.1%SDS 15 min×1 at 68°C. For strand specific 
riboprobes, 32P labeled RNA was generated by in vitro transcription with either 
T7 or T3 RNA polymerase (Ambion) in the presence of α-32P UTP. The target 
plasmid contained a cloned region of the Santeuil nodavirus RNA1 segment (nt 
523–1022) and was linearized with either PmeI or NotI, respectively. For the 
riboprobes, blots were hybridized at 70°C and then sequentially washed as fol-
lows: 2XSSC/0.1%SDS 5 min×2 at 68°C, 1XSSC/0.1%SDS 10 min×2 at 68°C, 
0.1XSSC/0.1%SDS 10 min×2 at 68°C, and 0.1XSSC/0.1%SDS 20 min×1 at 
73°C. The Santeuil RNA1 segment migrates at approximately the same position 
as the 28S ribosomal RNA. Under the extended exposure time (72 h) needed to 
visualize the negative sense genome, low levels of non-specific binding to the 
28S RNA become apparent (Figure A13-4D).

RNA Interference

For pos-1 and unc-22 RNAi using bacteria as the dsRNA source, bacterial 
clones from the Ahringer library expressing dsRNAs (Kamath et al., 2003) (avail-
able through MRC Geneservice) were used to feed C. elegans on agar plates. For 
the pos-1 experiment, bacteria were concentrated 10-fold by centrifugation prior 
to seeding the plates. A C. briggsae Cbr-lin-12 fragment (Félix, 2007) was used 
as a negative control as it does not match any sequence in C. elegans. Three or 
four L4s were deposited on an RNAi plate, singly transferred the next day to a 
second RNAi plate, and their progeny scored after 2 d (pos-1) or 3 d (unc-22) 
at 23°C.

For unc-22 dsRNA synthesis and injection, the unc-22 fragment in the 
Ahringer library clone was amplified by PCR using the T7 primer and in vitro 
transcribed with the T7 polymerase using the Ambion MEGAscript kit, accord-
ing to the manufacturer’s protocol (Ahringer, 2006). Cel-unc-22 dsRNAs were 
injected at 50 ng/µl into both gonadal arms of young hermaphrodite adults of the 
relevant strain. The animals were incubated at 20°C. The adults were transferred 
to a new plate individually on the next day, and the proportion of twitching prog-
eny scored 3 d later, touching each animal with a platinum-wire pick to induce 
movement.

For GFP RNAi, transgenic N2 and JU1580 strains were generated express-
ing the ubiquitously expressed let-858::GFP and the pharyngeal marker myo-
2::DsRed as an extrachromosomal array. Bacteria expressing dsRNA against GFP 
cDNA were used to feed animals on agar plates. An empty vector was used as a 
negative control. Two or three L4s were deposited on a 55 mm RNAi plate, grown 
at 20°C for 3 d, and the GFP/DsRed expression levels in their offspring measured 
using flow cytometry (Union Biometrica) as described previously (Lehrbach et 
al., 2009). Offspring from two RNAi plates were combined for sorting. Each 
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combination of RNAi vector and strain was repeated in at least triplicate. GFP 
and DsRed intensities were obtained from 14 wormsorter runs including 3–4 
replicate runs for N2 and JU1580 after treatment with GFP RNAi or empty vec-
tor. A larger proportion of N2 animals showed reporter expression compared to 
JU1580 animals (Figure S4, top). To control for this difference between strains, 
animals with no reporter expression were excluded by requiring DsRed intensities 
to exceed a cutoff set to the median 99th percentile from three control runs of 
animals with no array present (Figure S4). A linear regression model was fitted to 
the median log2(GFP/DsRed) intensity ratios including strain, treatment, and an 
interaction term as explanatory variables. The interaction term was significantly 
different from zero at p<0.001.

RNA Fluorescent In Situ Hybridization (FISH)

A segment of Orsay virus RNA1 was generated with primers GW194 and 
GW195 and cloned into pGEM-T Easy (Promega). Fluorescein labeled probe 
was generated from linearized plasmid using the Fluorescein RNA Labeling Mix 
(Roche) and MEGAscript SP6 transcription (Ambion). JU1580bl animals were 
infected with Orsay virus filtrate and grown for 4 d at 20°C on 90 mm plates. 
Control animals were grown under the same conditions in the absence of virus. In 
situ hybridization was performed essentially as previously described (Motohashi 
et al., 2006). The fluorescent RNA probe was visualized directly on an Olympus 
FV1000 Upright microscope.

Genbank Sequences: Accession numbers for Orsay and Santeuil virus con-
tigs: HM030970–HM030973. Small RNA sequencing data at GEO: GSE21736.
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A14

GENOMIC APPROACHES TO STUDYING 
THE HUMAN MICROBIOTA54

George M. Weinstock55

Abstract

The human body is colonized by a vast array of microbes, which form 
communities of bacteria, viruses and microbial eukaryotes that are specific 
to each anatomical environment. Every community must be studied as a 
whole because many organisms have never been cultured independently, 
and this poses formidable challenges. The advent of next-generation DNA 
sequencing has allowed more sophisticated analysis and sampling of these 
complex systems by culture-independent methods. These methods are reveal-
ing differences in community structure between anatomical sites, between 
individuals, and between healthy and diseased states, and are transforming 
our view of human biology.

The microbes that exist in the human body are collectively known as the hu-
man microbiota. This amazingly complex and poorly understood group of com-
munities has an enormous impact on humans. An increasing number of conditions 
are being examined for correlative and causative associations with the microbi-
ome—which, in this Review, is used to refer to the microbiota and the habitat 
it colonizes (Box A14-1). Each one of the many microbial communities has its 
own structure and ecosystem, depending on the body environment it exists in. The 
fundamental goal of human microbiome research is to measure the structure and 
dynamics of microbial communities, the relationships between their members, 
what substances are produced and consumed, the interaction with the host, and 
differences between healthy hosts and those with disease. Despite an explosion 
in human-microbiome research, these communities are still the dark matter of 
the body. The microbiome has been called another organ (Backhed et al., 2005; 
Foxman et al., 2008; Possemiers et al., 2011; Shanahan, 2002) because of its 
products, its responsiveness to the environment and its integration with other 
systems. Sometimes referred to as our second genome (Bruls and Weissenbach, 
2011), the genes of microbes that make up the microbiome outnumber human 

54   Reprinted with kind permission from Nature Publishing Group. 
55   The Genome Institute, Washington University, 4444 Forest Park Avenue, Campus Box 8501, 

St. Louis, Missouri 63108, USA.
   Competing financial interests: The author declares no competing financial interests.
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genes by more than 100-fold, with over 3 million bacterial genes in the gut 
alone (Human Microbiome Project Consortium, 2012a; Qin et al., 2010). These 
extensive microbial ecosystems are not limited to the human body. Microbes and 
their communities dominate the environment and occupy a vast range of niches. 
Environmental metagenomics was developed extensively before being applied to 
the human body (Stein et al., 196; Vergin et al., 1998), and methods from other 
disciplines have had a significant effect on human-microbiome research. Defining 
complicated microbial ecosystems and developing tools to probe their workings 
is an important research enterprise of twenty-first century microbiology.

The complexity of microbial communities makes studying them challenging. 
There may be hundreds of different species, and enumerating what organisms are 
present with standard microbiological techniques is not possible because many 
organisms have never been grown in culture and may require special, as yet 

BOX A14-1 
Terminology

•	 �Biodiversity is a measure of the complexity of a community. It is affected by 
the number of taxa (richness) and their range of abundance (evenness). High 
biodiversity occurs when many taxa (high richness) are present at similar 
abundances (an even distribution).

•	 �Commensals are organisms that benefit from another organism but that have 
no harm or benefit themselves. Microbes of the microbiome were thought to 
be commensals that benefited from the human host but did no harm. Many of 
these organisms provide benefits to the human host and so have a mutualistic 
relationship.

•	 �Contig is a stretch of contiguous sequence in a genome assembly.
•	 �Coverage is the number of times a genome or gene is sequenced. In a ge-

nome sequenced to coverage, each nucleotide in the sequence appears, on 
average, in 100 reads.

•	 �Genome assembly is the process of constructing a genome sequence from 
short subsequences by sequencing many random fragments from a sheared 
genome. The random short sequences are compared, and overlapping com-
mon sequences are used to determine their orientation and order with respect 
to each other. A consensus sequence is constructed from this layout. Usually 
there are gaps, but when contigs can be arranged in the correct order and 
orientation, these longer stretches are called scaffolds.

•	 �Metagenomics was defined (Hooper et al., 2012) as a process for identifying 
genes specifically by their function by cloning them directly from the environ-
ment and expressing genes in a surrogate host (Riesenfeld et al., 2004). 
Therefore, gene function was known even if the sequence was not sufficient for 
functional inference, such as when it encoded a protein of previously unknown 
function. This definition, also known as functional metagenomics, is widely 
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unknown, growth conditions. In addition, the abundance of some microbes can 
range over orders of magnitude, so deep sampling is required to detect the less-
abundant members. Culture-independent methods of taking a microbial census 
began about 25 years ago and were based on targeted sequencing of 5S and 16S 
ribosomal RNA genes (Olsen et al., 1986), which differ for each species and are 
a convenient identifier. As this became a tractable research area, next-generation 
sequencing (NGS) technologies (Table A14-1) were developed and allowed more 
extensive analyses, both targeted 16S rRNA gene sequencing and whole-ge-
nome shotgun sequencing of microbes in communities en masse. The number of 
culture-independent metagenomic investigations of the human microbiome has 
mushroomed, and it is one of the most studied areas of microbiology with signifi-
cant potential to benefit clinical practice. This culture-independent methodology 
is broadly applied outside human-microbiome research and is expanding our 

used. More recently, metagenomics refers to general analyses of microbial 
communities by culture-independent methods, which do not necessarily focus 
on function. The combined genomes of the microbes in a community are 
thought of as the community metagenome. Another type of metagenomic 
analysis focuses on the structure of these aggregate genomes in a community.

•	 �Microbiome in this Review refers to the microbiota and the habitat it colonizes 
and is analogous to the term biome in ecology. Microbiome is also used to refer 
to the collective genomes of the microbes—what is now the metagenome, and 
may have originally been coined by Joshua Lederberg (cited by Hooper and 
Gordon, 2001). However, it is also used for the more ecologically consistent 
meaning. A microbiome can be a specific body site, such as the gut micro-
biome, but the human microbiome is often used to refer to the collection of 
microbiomes of the human body.

•	 �Mutualism is a type of symbiosis in which both organisms benefit. This is one 
type of relationship seen in the human microbiome.

•	 �Operational taxonomic unit in microbiome research is a group of organisms 
with 16S ribosomal RNA gene sequences that show a certain level of identity. 
This group is often used as a surrogate for a species when the 16S rRNA 
sequences are at least 97% identical.

•	 �Pathogenic microbe is one with the potential to cause disease.
•	 �Read is the primary output of DNA sequencing, consisting of a short stretch 

of DNA sequence that is produced from sequencing a region of a single DNA 
fragment.

•	 �Shotgun sequencing is the process of randomly breaking (often by shear-
ing) a long DNA molecule (for example, a complete chromosome) and then 
sequencing the resultant DNA fragments, which each come from a different 
location in the original long DNA molecule.

•	 �Virome is the collection of viruses in the microbiota.
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knowledge of the environment. This Review describes how NGS approaches are 
transforming human-microbiome studies, and posing questions and challenges 
for the future.

Single Organisms and Microbial Communities

In the past, research on microbial interactions with humans has focused on 
single pathogenic organisms. Studies of communities of non-pathogenic microbes 
in the body were limited because the organisms were thought to be benign, with 
minor effects on human health compared with pathogens. Microbiome research 
has led to new interest in the communities of non-pathogenic microbes that in-
habit the human body, and the need to describe the genomes of these organisms 
to understand the human microbiome has been recognized.

Every community of the microbiome has its own characteristics (Ta-
ble A14-2). For the gut community, for example, high biodiversity is associated 
with a healthy state and reduced biodiversity occurs in patients with conditions 
such as Crohn’s disease (Manichanh et al., 2006), whereas for tissues of the va-
gina, a lower biodiversity exists in healthy individuals and a bloom of organisms 
occurs in patients with vaginosis (Fredricks et al., 2005). To understand why dif-
ferent sites have different properties, the mechanisms that lead to the disruption of 

TABLE A14-2  Characteristics of Bacteria, Microbial Eukaryotes, and Viruses 
in the Human Microbiome

Characteristic Bacteria Viruses Eukaryotic Microbes

Genome size 0.5–10 megabases 1–1,000 kilobases 10–50 megabases

Number of taxa in the 
human microbiome

At least thousands Unknown, but could 
be as many as bacteria

Unknown, but may be 
fewer than bacteria

Relative abundances Highly variable Highly variable Unknown

Targeted detection 
methods

Sequencing of genes 
such as 5S and 16S 
rRNA

No universal method 
for genes, but virus-
specific polymerase 
chain reaction assays 
for some

Sequencing of 18S 
rRNA gene
Spacer region in rRNA

Shotgun approach to 
analyses

Alignment to 
reference genomes or 
database comparison

Database comparison Alignment to reference 
genomes or database 
comparison

Subspecies or strain 
diversity

Modest sequence 
variation
Horizontal gene 
transfer also 
contributes

High sequence 
variation

Unknown
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ecosystems and to disease, and exceptions to generalities about a tissue, research-
ers require knowledge of the structure and behaviour of microbial communities.

Microbial communities benefit the host by providing functions such as diges-
tion of nutrients (Flint et al., 2008) or protection against infection (Srikanth and 
McCormick, 2008). Antibiotic treatment perturbs the microbiome (Dethlefsen 
et al., 2008; Jakobsson et al., 2010) by reducing its size and altering its composi-
tion. This disturbance can lead to infection (Croswell et al., 2009; Miller et al., 
1956; Sekirov et al., 2008), and antibiotic-resistant organisms such as Clos-
tridium difficile—normally controlled by the microbiome—can overgrow and 
create problems (Mulligan, 1984). More complex community contributions also 
exist, such as interactions with host immune and inflammatory systems (Jarchum 
and Pamer, 2011; Marsland, 2012) or production of metabolites involving hybrid 
pathways from multiple organisms, including host–microbe pathways (Wang 
et al., 2011). Understanding these phenomena will ultimately allow the microbi-
ome to be manipulated so that, for example, transplants of microbial communities 
could treat C. difficile infections (Brandt and Reddy, 2011; Gough et al., 2011).

Whether the microbial ecology of the human body can be simplified to the 
properties of single organisms is unknown. Many organisms have never been cul-
tured and may be adapted to life in a community environment rather than a pure 
culture. For organisms for which growth requirements are understood, there is a 
dependence on secreted products from other community members. For example, 
secreted siderophores (D’Onofrio et al., 2010) are small molecules that help mi-
crobes to scavenge iron, which is a limiting factor for growth in the body. So even 
the study of individual organisms can be dependent on studying the community.

Dissecting a Microbiome

Analysis of community structure (Figure A14-1) focuses on either targeted 
regions (such as the 16S rRNA gene) or shotgun sequencing to catalogue the 
genes that are present. Additional analysis involves sequencing genomes of 
individual organisms to produce a catalogue of reference genomes (Human Mi-
crobiome Jumpstart Reference Strains Consortium, 2010), and analysing RNA 
to describe the transcriptome and identify RNA viruses. Non-genomic analyses 
include proteomic and metabolomic studies, but these are not discussed here. 
Every sample should be well-annotated with clinical metadata, so that, ultimately, 
the microbiome’s genetic and community structures can be correlated with the 
individual’s phenotype.

Census of Organisms

Modern metagenomic analyses of microbial communities were developed 
from culture-independent methods for taking a census of organisms present in a 
community and their abundances. Although DNA reassociation kinetics provides 
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FIGURE A14-1 Data and analysis workflow for microbiome analysis. From a microbiota 
sample, DNA, RNA and protein can be extracted, and metadata and strains of bacteria 
obtained. Data from DNA can be supplemented with proteome and transcriptome analy-
sis. During primary analysis, shotgun techniques can produce reads from DNA, which 
are then aligned to reference genomes to identify variants and community population 
genetics, assembled into contigs to make gene predictions or compared with databases. 
Alternatively, targeted sequencing such as 16S rRNA gene sequencing can be used to take 
a community census, and these data are then compared with databases to create tables of 
taxa and abundance, or analysed with software programs to cluster the reads into OTUs to 
create tables of abundance. The derivative data is used in secondary analysis for ecological 
metrics or competition and symbiosis analysis. In addition, shotgun reads and comparisons 
with reference genomes and databases can be used to build pathways and reconstruct the 
capabilities of a community. The combination of these analyses will contribute to under-
standing the differences within and between individuals.
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information on community diversity and structure (Gans et al., 2005), there is no 
accounting for organisms that may be tracked between samples. Methods more 
useful for providing information on the entire structure often focus on signature 
sequences that distinguish taxa (detected by hybridization to arrays of diagnos-
tic oligonucleotides [Nelson et al., 2011]), various methods for fingerprinting 
polymerase chain reaction (PCR) products (such as single-strand conformation 
polymorphisms or terminal restriction fragment length polymorphisms) or DNA 
sequencing of targeted PCR products. Sequencing of 16S rRNA genes is the main 
method of taking a community census because fingerprinting methods do not 
adequately measure low-abundance organisms (Bent et al., 2007).

16S rRNA differs for each bacterial species. A bacterial species is hard to 
define, but is often taken as organisms with 16S rRNA gene sequences having 
at least 97% identity—an operational taxonomic unit (OTU). A 16S rRNA gene 
sequence of about 1.5 kilobases has nine short hypervariable regions that distin-
guish bacterial taxa; the sequences of one or more of these regions are targeted 
in a community census.

Before the introduction of NGS methods, the prevailing approach was to 
clone full-length 16S rRNA genes after PCR with primers that would amplify 
genes from a wide range of organisms. Cloned 16S rRNA genes were sequenced 
by the Sanger method, which required two or three reads to cover the entire gene. 
Accuracy was crucial because sequencing errors led to misclassification. The 
cost and effort required for the Sanger method limited the depth of sampling, 
and studies often produced about 100 sequences per specimen. This method 
identified the dominant organisms in a community, but analysis of less abundant 
organisms was limited.

Introducing NGS to 16S rRNA gene analysis led to marked improvements 
in cost and depth of sampling. The Roche–454 platform has dominated microbial 
community analysis (Sogin et al., 2006). As the read length for 454 pyrosequenc-
ing is about 400 bases, only a portion of the 16S rRNA gene can be sampled, and 
many different studies have targeted between one and three of the hypervariable 
regions, with different hypervariable regions targeted in different studies. Using 
a portion of the 16S rRNA gene led to a loss of sensitivity (some taxa cannot be 
reliably defined at the species level, although high confidence identification of 
higher taxonomic ranks is possible), nevertheless gains in depth of sampling and 
cost savings outweigh this caveat. The US Human Microbiome Project (HMP) 
(The NIH HMP Working Group et al., 2009) has sequenced more than 10,000 
specimens from healthy adults on the 454 platform by targeting V3 to V5 regions 
in the 16S rRNA gene and producing, on average, 7,000 sequences per specimen 
(Human Microbiome Project Consortium, 2012b), which is a vast expansion 
on the Sanger method of sequencing analysis. The results of the HMP, which 
sampled 18 body sites, provide an in-depth definition of the human microbi-
ome. Another study16 that focused on the effects of the antibiotic ciprofloxacin 
reported the “rare biosphere” in the gut. This study documented perturbation of 
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taxa and recovery from antibiotic treatment, as well as minor constituents that 
did not recover after antibiotic treatment. Such analyses will be important in 
identifying individuals who are at risk of side effects from antibiotic treatment, 
for example overgrowth of pathogens such as C. difficile or life-threatening 
antibiotic-associated diarrhoea.

When using 16S rRNA gene sequencing to compare individuals it is not 
necessary to know which organisms are present, only whether the spectra of 
16S rRNA gene sequences are similar and the degree of difference between 
samples. Projects that compare healthy cohorts and those with disease to deter-
mine whether there is a difference in the microbiome, or examine the effects of 
diet, antibiotic treatment or environmental factors on the microbiome, all focus 
on detecting differences in communities, rather than identifying actual taxa. A 
loss of sensitivity for organism identification can be tolerated, and NGS allows 
cost-effective deep sampling of large cohorts, which is needed to reach statisti-
cally significant conclusions. The Illumina sequencing platform has been applied 
to metagenomics projects (Claesson et al., 2010; Gloor et al., 2010; Lazarevic 
et al., 2009), but because this sequencing platform currently produces reads of 
100 bases (HiSeq system) to 150 bases (MiSeq system), only a single hypervari-
able region can be sequenced. However, this further loss of sensitivity does not 
preclude the use of the Illumina platform for the comparative projects already 
described in this Review. An early application of this platform was its use in a 
study of vaginal microbiomes in patients with HIV, for which comparisons of 
patients with conditions such as vaginosis before and after antibiotic therapy were 
examined (Hummelen, 2010). As a result of the exceptional increases in numbers 
of reads and the lower cost associated with the Illumina platform, it is becom-
ing more widely used for 16S rRNA gene-sequence profiling and continues the 
microbiome-analysis trend of deeper sampling at lower costs.

Shotgun Sequencing for Cataloguing Organisms

Targeted sequencing is a powerful tool for assessing the organisms that are 
present in microbial communities, but it is limited in terms of the functional and 
genetic information produced. Organisms for which the genome sequences are 
known (currently there are several thousand sequenced bacterial genomes) can 
be used to infer the genes and functional capabilities of the community (Fig-
ure A14-1). However, many organisms have no reference sequence. Furthermore, 
a reference sequence does not completely describe the genes that are contributed 
by an organism. There is considerable variation in the genomes between strains 
of the same species. Two strains of Escherichia coli, O157:H7 and K-12, both 
have 16S rRNA gene sequences of E. coli, but differ in hundreds of genes. There 
are limits to what can be learned about the genetic content of communities from 
16S rRNA gene sequences alone.



348	 THE SCIENCE AND APPLICATIONS OF MICROBIAL GENOMICS

Moving beyond this level of functional inference requires a gene-based 
census. This catalogue of genes can be provided by shotgun sequencing of DNA 
that has been extracted from the community as a whole and samples the mixture 
of genomes that make up the metagenome (Figure A14-1). In a community in 
excess of hundreds of species with varying abundance, deep sequencing is needed 
to sample minor constituents that are not necessarily unimportant. The bacterial 
concentration in the gut can be 1011 cells ml−1 (refs. Luckey, 1972; Zubrzycki 
and Spaulding, 1962), so for an organism that is present at a concentration of 1 
per 106 there are 105 cells ml−1, which is sufficient for the organism’s products, 
such as metabolites and toxins, to have an effect on the community and the host.

Illumina sequencing of faecal samples produced 4 gigabases per sample and 
10 Gb per sample in the Metagenomics of the Human Intestinal Tract (MetaHIT) 
(Qin et al., 2010) and HMP (Human Microbiome Project Consortium, 2012) proj-
ects, respectively, which corresponded to tens of millions of reads per sample. At 
this depth of sequencing, the genomes of minor constituents such as E. coli (with 
an abundance of about 1% or lower) are sampled almost completely, and organ-
isms with an even lower abundance have some of their genome represented. This 
extraordinary sampling of complex microbial communities is made possible by 
producing large amounts of data and by the low cost of NGS methods.

Shotgun sequence data, in addition to 16S rRNA gene analysis, provide 
information on the organisms that make up communities. Extracting 16S rRNA 
gene sequences from shotgun reads to determine the organisms present is pos-
sible; however, targeted 16S rRNA gene sequencing tends to introduce biases 
(owing to the broad-range PCR used to amplify 16S rRNA gene sequences or the 
choice of region within the 16S rRNA gene), which shotgun sequencing does not. 
Shotgun sequencing is less sensitive than targeted rRNA sequencing because a 
small fraction of the sequences are from 16S rRNA genes. Another approach is to 
align shotgun sequences to bacterial reference genomes (Arumugam et al., 2011; 
Human Microbiome Project Consortium, 2012; Martin et al., 2012), allowing 
the relative abundance of species to be determined on the basis of the number of 
reads that align to each reference genome (also useful for the comparative studies 
already described). The MetaHIT project has used this approach to classify indi-
viduals into different groups, called enterotypes, on the basis of the community 
structure in their faecal samples (Arumugam et al., 2011). The same enterotypes 
have been found in 16S rRNA gene-based analysis (Wu et al., 2011). The vaginal 
microbiome has also been classified into five groups (Ravel et al., 2011). These 
observations suggest the human microbiome may exist in distinct states in dif-
ferent people, although correlation with environmental, genetic or health status 
is not yet clear. Stratifying future studies depending on which community class 
an individual belongs to may be important for identifying correlations with phe-
notypic data.

The need for reference genome sequences is clear both to infer genetic 
content of organisms identified by 16S rRNA genes and to identify sources of 



APPENDIX A	 349

shotgun reads by aligning to reference genomes, and so determining organismal 
content of communities from shotgun data. NGS techniques have reduced the cost 
of bacterial sequences to less than US$1,000 per genome and led to an increase 
in the production of ‘complete’ genome sequences. Current methodology relies 
mainly on Illumina shotgun sequencing and a variety of methods to assemble 
the reads into a genome. The product is not a true complete genome, but a high-
quality draft that covers almost all of the genome and results in a high-quality 
base sequence (Human Microbiome Jumpstart Reference Strains Consortium, 
2010). Programmes such as the HMP (The NIH HMP Working Group et al., 
2009; Proctor, 2011) and the Genomic Encyclopedia of Bacteria and Archaea 
(GEBA) (DOE Joint Genome Institute, 2012) are producing reference genomes 
by the thousands.

Although bacteria are the main components of the human microbiome, eu-
karyotic microbes and viruses (both human viruses and bacteriophages) are also 
present (Table A14-2). The study of eukaryotic microbes is not as advanced as 
that of bacteria (Parfrey et al., 2011), but the organisms are identified by signa-
ture sequences (such as fingerprinting and 18S rRNA) and shotgun sequencing 
analogous to bacteria. The number of reference genomes for eukaryotic microbes 
is smaller than that for bacteria, and progress will depend on addressing this 
shortfall.

By contrast, considerable effort is being given to characterizing the genomes 
of human viruses (Wylie et al., 2012a) and bacteriophages (Breitbart et al., 2003), 
known as the virome (Box A14-1). This work is based on shotgun sequencing 
(Figure A14-1), although oligonucleotides microarrays for virus detection are 
also used (Palacios et al., 2007; Wang et al., 2003). Viral sequences can be de-
tected in shotgun data from different body sites, and viruses can also be enriched 
by processing samples before DNA extraction (Casas and Rohwer, 2007). Virome 
analysis by shotgun sequencing of microbial communities (discussed later) has 
led to the identification of human viruses (Allander et al., 2005; Breitbart and 
Rohwer, 2005; Finkbeiner et al., 2008), as well as the detection of known viruses 
in healthy subjects and diseases of unknown aetiology (Wiley et al., 2012b). 
Likewise, bacteriophages are found to be highly diverse at different body sites 
(Breitbart et al., 2008; Minot et al., 2012; Pride et al., 2011), with differences be-
tween individuals as a result of diet (Minot et al., 2011) or disease states (Lepage 
et al., 2008; Willner and Furlan, 2010).

Sequencing for Gene Catalogues and Functional Inference

Metagenomic shotgun data also sample community gene content, which is 
useful to define community capabilities and identify particular members. Deep 
sequencing, such as that used in the MetaHIT and the HMP, broadly samples 
the genomes of even minor constituents, facilitating the identification of genes 
present within a given community (Figure A14-1). By using the sequence reads 
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themselves, or by first assembling them into contigs (Box A14-1), sequence 
data can be compared with databases such as the National Institutes of Health’s 
GenBank to identify which genes are present. De novo prediction of genes from 
metagenomic data is also possible (Human Microbiome Project Consortium, 
2012), which provides motifs for functional inference even if the sequence does 
not find a match in a database. Finally, alignment of reads or contigs to reference 
genomes identifies which organisms are present, along with their known gene 
content. These methods convert metagenomic sequence data into catalogues of 
genes that can be further analysed.

Gene catalogues can be compared with databases such as the Kyoto Encyclo-
pedia of Genes and Genomes (KEGG) (Kanehisa et al., 2010), which sorts gene 
products into pathways and processes. Such analyses provides lists of pathways, 
identify which pathway genes are in the community and quantify the abundances 
of genes and pathways (Abubucker et al., 2012). Comparing gene catalogues to 
specialized metabolic databases, such as the Carbohydrate-Active Enzymes da-
tabase (Cantarel et al., 2009), is also useful. Carbohydrate-degrading capabilities 
of communities differ between body sites, suggesting the carbohydrate spectrum 
of each body site has determined which organisms and pathways are present 
(Cantarel et al., 2012).

In addition to pathway analysis, determining the presence and abundance of 
genes, such as antibiotic-resistance genes or virulence factors, in a community 
is possible using similar methods to those already described, and can shed light 
on pathogen burden in an individual and consequences of antibiotic treatment. 
The importance of functional analyses cannot be overemphasized, and functional 
properties of communities are thought to be more important than their taxonomic 
composition (Turnbaugh and Gordon, 2009).

Computational Tools and Strategies

Metagenomic data are a rich source of information for the sequencing and 
analysis methods already discussed (Raes et al., 2007; Wooley et al., 2010). 
The data analysis workflow has three phases. In the first phase, primary data 
are processed and filtered depending on the application. For 16S rRNA gene 
sequencing, the quality of analysis is important so that organisms are not mis-
classified. Initial processing addresses read quality, chimaerism (a read formed 
from different 16S rRNA genes), read length after removing low-quality bases 
and related issues (Edgar et al., 2011; Haas et al., 2011; Jumpstart Consortium 
Human Microbiome Project Data Generation Working Group, 2012; Schloss 
et al., 2011; Wright et al., 2012). For shotgun sequence data (Human Microbiome 
Project Consortium, 2012; Qin et al., 2010)—in addition to sequence quality—
artefacts such as duplicate reads must also be addressed, as well as computation-
ally removing contamination from human sequences. Removal of human and 
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bacterial sequences is important in read processing for virome analysis (Wylie et 
al., 2012a,b) (Figure A14-1).

Following production of processed reads, the second phase involves generat-
ing various derivative data sets. For 16S rRNA gene analysis, tables of taxa and 
abundance are produced by comparisons with 16S rRNA sequence databases or 
by using software packages to cluster the reads into OTUs (Lozupone et al., 2011; 
Schloss et al., 2009). Comparing shotgun reads to gene databases, such as Gen-
Bank or KEGG, by using the Basic Local Alignment Search Tool (BLAST), for 
example, produces lists of genes and the number of matched reads (Abubucker 
et al., 2012; Human Microbiome Project Consortium 2012a,b). Alignment of 
reads to reference genomes produces tables of breadth and depth of coverage, 
by reads of each genome (Martin et al., 2012). In each of these data sets, there 
is more biological information to be gleaned and added through further analysis. 
Not all reads match sequences in databases because not all organisms have a 
reference genome sequenced. In addition, reads may match genes whose function 
has not been elucidated. These sequences of unknown origin or function can be a 
sizeable fraction and the effect of this uninformative portion of data on analyses 
and conclusions is not clear.

The third phase of analysis uses these derivative data to produce trees or 
other representations of the similarity of communities, abundance curves, bio-
diversity plots, and other ecological and statistical descriptors of community 
structure (Lozupone et al., 2011; Schloss et al., 2009) (Figure A14-1). A list 
of hits from BLAST is used to build metabolic pathways for reconstruction of 
community capabilities (Abubucker et al., 2012). Alignments to reference ge-
nomes are further analysed for variants and population genetics of communities. 
Computational analysis can also be used to determine which organisms co-occur 
or rarely co-occur as evidence for symbiosis or competition, respectively, or to 
follow the dynamics of community structure in longitudinal time series (Caporaso 
et al., 2011).

Some analyses pose significant computational challenges. Comparisons to 
gene databases at the protein level are particularly demanding because shotgun 
sequences must be translated into polypeptides in all six reading frames, and each 
must be compared with a gene database represented at the protein level. Using 
conventional BLASTx programs for this comparison in large data sets, such as 
the HMP, could take decades, so supercomputers, accelerated BLAST programs 
or both must be used (Human Microbiome Project Consortium, 2012). A lack of 
efficient software and large enough computer clusters are often bottlenecks for 
metagenomic analysis, because sequencing and data production are not limiting 
factors. Management of large data sets and computing resources are receiving 
more attention, with cloud-computing services seeming to be a viable alternative 
(Angiuoli et al., 2011).
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Future Directions and Challenges

The rapid rise in metagenomic studies has solved many problems but, as 
the field has grown, other questions have been raised. Existing methodology is 
becoming more sophisticated, and sequencing technology is making exponential 
advances (Table A14-1). The Illumina platform introduced instruments that were 
more appropriate for sequencing smaller genomes, with faster run times and 
longer read lengths, offering more flexibility for metagenomic applications. The 
long read length of the PacBio platform has the potential to help distinguish the 
reads from different organisms, which is a challenge for metagenomic shotgun 
sequencing. The technology produced by Oxford Nanopore promises long reads 
and short run times in a scalable system, and is therefore a good match for micro-
bial applications. Reducing the amount of DNA needed for shotgun sequencing 
will allow communities in smaller anatomical regions, such as within the gastro-
intestinal tract, to be studied separately rather than together with other regions as 
is the case with the current methodology. Short run-time instruments and reduc-
tions in sample size will also hasten the introduction of microbiome analysis to 
the clinic, where analyses of patient samples must be quick and able to deal with 
limited amounts of material. Ultimately, the aim of human-microbiome research 
is its application as a diagnostic, therapeutic and preventive tool in the clinic.

The main limitation of using shotgun data is the large number of organisms 
that have not been cultured, let alone sequenced. These organisms are therefore 
under-represented in databases, and their shotgun reads are anonymous. When 
community shotgun data are assembled into genomes to obtain genome se-
quences for new organisms, contig sizes are typically small as a result of lower 
organism abundance and the challenges associated with assembly of a complex 
mixture. The long read lengths of PacBio and Oxford Nanopore instruments 
should help with these challenges, as will the development of assembly algo-
rithms for metagenomic data. Expanding the catalogue of reference genomes by 
producing reference sequences for individual uncultured organisms is an active 
area. Methods that use cell sorting to isolate organisms, coupled with sequencing 
and assembly techniques for single-cell DNA preparations, are producing new ge-
nome sequences (Chitsaz et al., 2011; Dichosa et al., 2012) and, in high-through-
put mode, could complement shotgun metagenomics for analysing communities.

One problem associated with genomic data is that it does not address whether 
an organism is alive or has succumbed to host defences or antibiotic treatment. 
However, the data can be complemented with transcriptome analysis, or pro-
teomic and metabolomic data sets, which analyse gene expression and metabolic 
data that are more likely to be derived specifically from living cells.

The simultaneous advances in human genetics and genomics offer opportuni-
ties for combining studies of host genotype with microbiome phenotype. Methods 
for viewing the microbiome as a quantitative trait and relating this to host geno-
type are being developed (Benson et al., 2012). Advances in host–microbiome 
studies are also coming from combining immunology and human-microbiome 
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research (Elinav et al., 2011; Hooper et al., 2012). Moreover, continued develop-
ment of statistical methods in microbiome research, such as advances in power 
analysis, will aid experimental design and future analysis.

Acknowledgments

The author gratefully acknowledges generous support from the National 
Institutes of Health.

References

Abubucker, S. et al. Metabolic reconstruction for metagenomic data and its application to the human 
microbiome. PLoS Comput. Biol. 8, e1002358 (2012).

Allander, T. et al. Cloning of a human parvovirus by molecular screening of respiratory tract samples. 
Proc. Natl Acad. Sci. USA 102, 12891–12896 (2005).

Angiuoli, S. V., White, J. R., Matalka, M., White, O. & Fricke, W. F. Resources and costs for mi-
crobial sequence analysis evaluated using virtual machines and cloud computing. PLoS ONE 
6, e26624 (2011).

Arumugam, M. et al. Enterotypes of the human gut microbiome. Nature 473, 174–180 (2011).
Backhed, F., Ley, R. E., Sonnenburg, J. L., Peterson, D. A. & Gordon, J. I. Host–bacterial mutualism 

in the human intestine. Science 307, 1915–1920 (2005).
Benson, A. K. et al. Individuality in gut microbiota composition is a complex polygenic trait shaped 

by multiple environmental and host genetic factors. Proc. Natl Acad. Sci. USA 107,18933–
18938 (2010).

Bent, S. J. et al. Measuring species richness based on microbial community fingerprints: the emperor 
has no clothes. Appl. Environ. Microbiol. 73, 2399–2401 (2007).

Brandt, L. J. & Reddy, S. S. Fecal microbiota transplantation for recurrent clostridium difficile infec-
tion. J. Clin. Gastroenterol. 45, S159–S167 (2011).

Breitbart, M. & Rohwer, F. Method for discovering novel DNA viruses in blood using viral particle 
selection and shotgun sequencing. Biotechniques 39, 729–736 (2005).

Breitbart, M. et al. Metagenomic analyses of an uncultured viral community from human feces. J. 
Bacteriol. 185, 6220–6223 (2003).

Breitbart, M. et al. Viral diversity and dynamics in an infant gut. Res. Microbiol. 159, 367–373 (2008).
Bruls, T. & Weissenbach, J. The human metagenome: our other genome? Hum. Mol. Genet. 20, 

R142–R148 (2011).
Cantarel, B. L. et al. The Carbohydrate-Active EnZymes database (CAZy): an expert resource for 

glycogenomics. Nucleic Acids Res. 37, D233–D238 (2009).
Cantarel, B. L., Lombard, V. & Henrissat, B. Complex carbohydrate utilization by the healthy human 

microbiome. PLoS ONE 7, e28742 (2012).
Caporaso, J. G. et al. Moving pictures of the human microbiome. Genome Biol. 12, R50 (2011).
Casas, V. & Rohwer, F. Phage metagenomics. Methods Enzymol. 421, 259–268 (2007).
Chitsaz, H. et al. Efficient de novo assembly of single-cell bacterial genomes from short-read data 

sets. Nature Biotechnol. 29, 915–921 (2011).
Claesson, M. J. et al. Comparison of two next-generation sequencing technologies for resolving 

highly complex microbiota composition using tandem variable 16S rRNA gene regions. Nucleic 
Acids Res. 38, e200 (2010).

Croswell, A., Amir, E., Teggatz, P., Barman, M. & Salzman, N. H. Prolonged impact of antibiotics on 
intestinal microbial ecology and susceptibility to enteric Salmonella infection. Infect. Immun. 
77, 2741–2753 (2009).



354	 THE SCIENCE AND APPLICATIONS OF MICROBIAL GENOMICS

Dethlefsen, L., Huse, S., Sogin, M. L. & Relman, D. A. The pervasive effects of an antibiotic on the 
human gut microbiota, as revealed by deep 16S rRNA sequencing. PLoS Biol. 6,e280 (2008).

Dichosa, A. E. et al. Artificial polyploidy improves bacterial single cell genome recovery. PLoS ONE 
7, e37387 (2012).

DOE Joint Genome Institute. A Genomic Encyclopedia of Bacteria and Archaea. http://www.jgi.doe.
gov/programs/GEBA/ (US Department of Energy, 2012).

D’Onofrio, A. et al. Siderophores from neighboring organisms promote the growth of uncultured 
bacteria. Chem. Biol. 17, 254–264 (2010).

Edgar, R. C., Haas, B. J., Clemente, J. C., Quince, C. & Knight, R. UCHIME improves sensitivity 
and speed of chimera detection. Bioinformatics 27, 2194–2200 (2011).

Elinav, E. et al. NLRP6 inflammasome regulates colonic microbial ecology and risk for colitis. Cell 
145, 745–757 (2011).

Finkbeiner, S. R. et al. Metagenomic analysis of human diarrhea: viral detection and discovery. PLoS 
Pathogens. 4, e1000011 (2008).

Flint, H. J., Bayer, E. A., Rincon, M. T., Lamed, R. & White, B. A. Polysaccharide utilization by gut 
bacteria: potential for new insights from genomic analysis. Nature Rev. Microbiol. 6,121–131 
(2008).

Foxman, B., Goldberg, D., Murdock, C., Xi, C. & Gilsdorf, J. R. Conceptualizing human microbiota: 
from multicelled organ to ecological community. Interdiscip. Perspect. Infect. Dis. 2008, 613979 
(2008).

Fredricks, D. N., Fiedler, T. L. & Marrazzo, J. M. Molecular identification of bacteria associated with 
bacterial vaginosis. N. Engl. J. Med. 353, 1899–1911 (2005).

Gans, J., Wolinsky, M. & Dunbar, J. Computational improvements reveal great bacterial diversity and 
high metal toxicity in soil. Science 309, 1387–1390 (2005).

Gloor, G. B. et al. Microbiome profiling by Illumina sequencing of combinatorial sequence-tagged 
PCR products. PLoS ONE 5, e15406 (2010).

Gough, E., Shaikh, H. & Manges, A. R. Systematic review of intestinal microbiota transplanta-
tion (fecal bacteriotherapy) for recurrent Clostridium difficile infection. Clin. Infect. Dis. 53, 
994–1002 (2011).

Haas, B. J. et al. Chimeric 16S rRNA sequence formation and detection in Sanger and 
454-pyrosequenced PCR amplicons. Genome Res. 21, 494–504 (2011).

Handelsman, J., Rondon, M. R., Brady, S. F., Clardy, J. & Goodman, R. M. Molecular biological 
access to the chemistry of unknown soil microbes: a new frontier for natural products. Chem. 
Biol. 5, R245–R249 (1998).

Hooper, L. V. & Gordon, J. I. Commensal host–bacterial relationships in the gut. Science 292, 
1115–1118 (2001).

Hooper, L. V., Littman, D. R. & Macpherson, A. J. Interactions between the microbiota and the im-
mune system. Science 336, 1268–1273 (2012).

Human Microbiome Jumpstart Reference Strains Consortium. A catalog of reference genomes from 
the human microbiome. Science 328, 994–999 (2010). This paper presents methods and anal-
ysis for large-scale production of reference genome sequences from human-microbiome 
organisms.

Human Microbiome Project Consortium. A framework for human microbiome research. Nature 486, 
215–221 (2012b). This paper describes the data sets and resources of the HMP.

Human Microbiome Project Consortium. Structure, function and diversity of the healthy human mi-
crobiome. Nature 486, 207–214 (2012a). This paper presents analysis of data from the HMP.

Hummelen, R. et al. Deep sequencing of the vaginal microbiota of women with HIV. PLoS ONE 5, 
e12078 (2010).

Jakobsson, H. E. et al. Short-term antibiotic treatment has differing long-term impacts on the human 
throat and gut microbiome. PLoS ONE 5, e9836 (2010).

Jarchum, I. & Pamer, E. G. Regulation of innate and adaptive immunity by the commensal microbiota. 
Curr. Opin. Immunol. 23, 353–360 (2011).



APPENDIX A	 355

Jumpstart Consortium Human Microbiome Project Data Generation Working Group. Evaluation of 
16S rDNA-based community profiling for human microbiome research. PLoS ONE 7, e39315 
(2012).

Kanehisa, M., Goto, S., Furumichi, M., Tanabe, M. & Hirakawa, M. KEGG for representation and 
analysis of molecular networks involving diseases and drugs. Nucleic Acids Res. 38, D355–
D360 (2010).

Lazarevic, V. et al. Metagenomic study of the oral microbiota by Illumina high-throughput sequenc-
ing. J. Microbiol. Methods 79, 266–271 (2009).

Lepage, P. et al. Dysbiosis in inflammatory bowel disease: a role for bacteriophages? Gut 57, 424–425 
(2008).

Lozupone, C., Lladser, M. E., Knights, D., Stombaugh, J. & Knight, R. UniFrac: an effective distance 
metric for microbial community comparison. ISME J. 5, 169–172 (2011).

Luckey, T. D. Introduction to intestinal microecology. Am. J. Clin. Nutr. 25, 1292–1294 (1972).
Manichanh, C. et al. Reduced diversity of faecal microbiota in Crohn’s disease revealed by a metage-

nomic approach. Gut 55, 205–211 (2006).
Marsland, B. J. Regulation of inflammatory responses by the commensal microbiota. Thorax 67, 

93–94 (2012).
Martin, J. et al. Optimizing read mapping to reference genomes to determine composition and species 

prevalence in microbial communities. PloS ONE 7, e36427 (2012).
Miller, C. P., Bohnhoff, M. & Rifkind, D. The effect of an antibiotic on the susceptibility of the 

mouse’s intestinal tract to Salmonella infection. Trans. Am. Clin. Climatol. Assoc. 68, 51–55 
(1956).

Minot, S. et al. The human gut virome: inter-individual variation and dynamic response to diet. 
Genome Res. 21, 1616–1625 (2011).

Minot, S., Grunberg, S., Wu, G. D., Lewis, J. D. & Bushman, F. D. Hypervariable loci in the human 
gut virome. Proc. Natl Acad. Sci. USA 109, 3962–3966 (2012).

Mulligan, M. E. Epidemiology of Clostridium difficile-induced intestinal disease. Clin. Infect. Dis. 
6, S222–S228 (1984).

Nelson, T. A. et al. PhyloChip microarray analysis reveals altered gastrointestinal microbial communi-
ties in a rat model of colonic hypersensitivity. Neurogastroenterol. Motil. 23,169–177 (2011).

The NIH HMP Working Group et al. The NIH Human Microbiome Project. Genome Res. 19, 
2317–2323 (2009).

Olsen, G. J., Lane, D. J., Giovannoni, S. J., Pace, N. R. & Stahl, D. A. Microbial ecology and evolu-
tion: a ribosomal RNA approach. Annu. Rev. Microbiol. 40, 337–365 (1986).

Palacios, G. et al. Panmicrobial oligonucleotide array for diagnosis of infectious diseases. Emerg. 
Infect. Dis. 13, 73–81 (2007).

Parfrey, L. W., Walters, W. A. & Knight, R. Microbial eukaryotes in the human microbiome: ecology, 
evolution, and future directions. Front. Microbiol. 2, 153 (2011).

Possemiers, S., Bolca, S., Verstraete, W. & Heyerick, A. The intestinal microbiome: a separate organ 
inside the body with the metabolic potential to influence the bioactivity of botanicals. Fitote-
rapia 82, 53–66 (2011).

Pride, D. T. et al. Evidence of a robust resident bacteriophage population revealed through analysis 
of the human salivary virome. ISME J. 6, 915–926 (2011).

Proctor, L. M. The Human Microbiome Project in 2011 and beyond. Cell Host Microbe 10, 287–291 
(2011).

Qin, J. et al. A human gut microbial gene catalogue established by metagenomic sequencing. Nature 
464, 59–65 (2010). This paper presents initial findings on the gut microbiome from the 
MetaHIT project.

Raes, J., Foerstner, K. U. & Bork, P. Get the most out of your metagenome: computational analysis 
of environmental sequence data. Curr. Opin. Microbiol. 10, 490–498 (2007).

Ravel, J. et al. Vaginal microbiome of reproductive-age women. Proc. Natl Acad. Sci. USA 108, 
S4680–S4687 (2011).



356	 THE SCIENCE AND APPLICATIONS OF MICROBIAL GENOMICS

Riesenfeld, C. S., Schloss, P. D. & Handelsman, J. Metagenomics: genomic analysis of microbial 
communities. Annu. Rev. Genet. 38, 525–552 (2004).

Schloss, P. D. et al. Introducing mothur: open-source, platform-independent, community-supported 
software for describing and comparing microbial communities. Appl. Environ. Microbiol. 75, 
7537–7541 (2009).

Schloss, P. D., Gevers, D. & Westcott, S. L. Reducing the effects of PCR amplification and sequencing 
artifacts on 16S rRNA-based studies. PLoS ONE 6, e27310 (2011).

Sekirov, I. et al. Antibiotic-induced perturbations of the intestinal microbiota alter host susceptibility 
to enteric infection. Infect. Immun. 76, 4726–4736 (2008).

Shanahan, F. The host–microbe interface within the gut. Best Pract. Res. Clin. Gastroenterol. 16, 
915–931 (2002).

Sogin, M. L. et al. Microbial diversity in the deep sea and the underexplored “rare biosphere”. Proc. 
Natl Acad. Sci. USA 103, 12115–12120 (2006).

Srikanth, C. V. & McCormick, B. A. Interactions of the intestinal epithelium with the pathogen 
and the indigenous microbiota: a three-way crosstalk. Interdiscip. Perspect. Infect. Dis. 2008, 
626827 (2008).

Stein, J. L., Marsh, T. L., Wu, K. Y., Shizuya, H. & DeLong, E. F. Characterization of uncultivated 
prokaryotes: isolation and analysis of a 40-kilobase-pair genome fragment from a planktonic 
marine archaeon. J. Bacteriol. 178, 591–599 (1996).

Turnbaugh, P. J. & Gordon, J. I. The core gut microbiome, energy balance and obesity. J. Physiol. 
(Lond.) 587, 4153–4158 (2009).

Vergin, K. L. et al. Screening of a fosmid library of marine environmental genomic DNA fragments 
reveals four clones related to members of the order Planctomycetales. Appl. Environ. Microbiol. 
64, 3075–3078 (1998).

Wang, D. et al. Viral discovery and sequence recovery using DNA microarrays. PLoS Biol. 1, E2 
(2003).

Wang, Z. et al. Gut flora metabolism of phosphatidylcholine promotes cardiovascular disease. Nature 
472, 57–63 (2011).

Willner, D. & Furlan, M. Deciphering the role of phage in the cystic fibrosis airway. Virulence 1, 
309–313 (2010).

Wooley, J. C., Godzik, A. & Friedberg, I. A primer on metagenomics. PLoS Comput. Biol. 6, 
e1000667 (2010).

Wright, E. S., Yilmaz, L. S. & Noguera, D. R. DECIPHER, a search-based approach to chimera 
identification for 16S rRNA sequences. Appl. Environ. Microbiol. 78, 717–725 (2012).

Wu, G. D. et al. Linking long-term dietary patterns with gut microbial enterotypes. Science 334, 
105–108 (2011).

Wylie, K. M., Mihindukulasuriya, K. A., Sodergren, E., Weinstock, G. M. & Storch, G. A. Sequence 
analysis of the human virome in febrile and afebrile children. PLoS ONE 7, e27735 (2012b).

Wylie, K. M., Weinstock, G. M. & Storch, G. A. Emerging view of the human virome. Transl. Res. 
http://dx.doi.org/10.1016/j.trsl.2012.03.006 (24 April 2012a).

Zubrzycki, L. & Spaulding, E. H. Studies on the stability of the normal human fecal flora. J. Bacteriol. 
83, 968–974 (1962).



APPENDIX A	 357

A15

SEQUENCE ANALYSIS OF THE HUMAN VIROME 
IN FEBRILE AND AFEBRILE CHILDREN56

Kristine M. Wylie,57,* Kathie A. Mihindukulasuriya,57 Erica Sodergren,57 
George M. Weinstock,57 and Gregory A. Storch58

Abstract

Unexplained fever (UF) is a common problem in children under 3 years 
old. Although virus infection is suspected to be the cause of most of these 
fevers, a comprehensive analysis of viruses in samples from children with 
fever and healthy controls is important for establishing a relationship be-
tween viruses and UF. We used unbiased, deep sequencing to analyze 176 
nasopharyngeal swabs (NP) and plasma samples from children with UF and 
afebrile controls, generating an average of 4.6 million sequences per sample. 
An analysis pipeline was developed to detect viral sequences, which resulted 
in the identification of sequences from 25 viral genera. These genera included 
expected pathogens, such as adenoviruses, enteroviruses, and roseoloviruses, 
plus viruses with unknown pathogenicity. Viruses that were unexpected in 
NP and plasma samples, such as the astrovirus MLB-2, were also detected. 
Sequencing allowed identification of virus subtype for some viruses, includ-
ing roseoloviruses. Highly sensitive PCR assays detected low levels of viruses 
that were not detected in approximately 5 million sequences, but greater 
sequencing depth improved sensitivity. On average NP and plasma samples 
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from febrile children contained 1.5- to 5-fold more viral sequences, respec-
tively, than samples from afebrile children. Samples from febrile children 
contained a broader range of viral genera and contained multiple viral 
genera more frequently than samples from children without fever. Differ-
ences between febrile and afebrile groups were most striking in the plasma 
samples, where detection of viral sequence may be associated with a dis-
seminated infection. These data indicate that virus infection is associated 
with UF. Further studies are important in order to establish the range of 
viral pathogens associated with fever and to understand of the role of viral 
infection in fever. Ultimately these studies may improve the medical treat-
ment of children with UF by helping avoid antibiotic therapy for children 
with viral infections.

Introduction

Viruses are thought to be the primary cause of unexplained fever in children 
under 3 years old, a common problem that results in medical visits and in some 
cases hospitalization (Baraff, 2000; Krauss et al., 1991). With the implementa-
tion of several vaccines against bacterial infections, the frequency of bacterial 
infections is low (Rudinsky et al., 2009; Waddle and Jhaveri, 2009; Watt et al., 
2010; Wilkinson et al., 2009). While viruses are suspected to be the cause of fe-
vers in children with no documented bacterial infection, in clinical practice, tests 
for viruses are often not performed, and consequently no cause for the fever is 
determined. In the absence of a clear diagnosis, antibiotics are often prescribed 
(Colvin et al., manuscript submitted). A comprehensive analysis of viruses in 
children with fever could improve our understanding of the causes of unexplained 
fevers (UF) and ultimately lead to modifications of the treatment of children with 
UF, including restricted use of antibiotics.

Next generation sequencing technologies have been used successfully for vi-
ral metagenomic analyses (Angly et al., 2006; Nakamura et al., 2009; Reyes et al., 
2010; Willner et al., 2009, 2011) and discovery of novel viruses (Beritmart and 
Rohwer, 2005; Felix et al., 2011; Loh et al., 2009). The Roche 454 platform has 
been favored over the Illumina GAIIX platform because its longer read lengths 
are argued to be advantageous for detecting more remote sequence homologies 
with known viruses. However, the sequence depth per unit cost is much greater 
using the Illumina platform, and greater sequencing depth would presumably 
favor the detection of rare virus sequences in metagenomic samples. In this study 
we sought to develop a sensitive, cost-effective method for characterizing the hu-
man virome, the viral component of the human microbiome, to be applied to the 
analysis of the virome in samples from febrile and afebrile children.

We analyzed 176 plasma and nasophyaryngeal swab (NP) samples from 
children with UF (febrile) and afebrile children by high-throughput sequenc-
ing using the Illumina platform. Using sequencing for the analysis of viruses 
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associated with UF has several advantages. First, unlike targeted PCR assays, 
sequencing can detect unexpected and novel viruses. Second, sequencing can 
provide additional information such as virus subtype or sequence variation from 
reference genomes, adding detail to the understanding of the viruses present. Us-
ing the protocol we developed, we detected viruses in 86% of plasma samples and 
63% of NP samples from febrile and afebrile children. Furthermore, distinctions 
between the viromes of febrile and afebrile groups were observed. The assess-
ment of known viruses and initial identification of potentially novel viruses using 
short-read Illumina sequencing moves us toward a more complete understanding 
of the human virome and its role in health and disease.

Results

Detection of Known Viruses

The goal of our study was to use high-throughput, deep sequencing analysis 
methods to characterize the human virome in large sample sets. Previous stud-
ies demonstrated improved virus detection using deeper sequencing on the 454 
pyrosequencing platform compared to Sanger sequencing (Victoria et al., 2009) 
and we sought to determine whether the greater sampling depth possible with the 
Illumina GAIIX platform would provide a further improvement. This required 
development of methods for processing the small clinical sample amounts for Il-
lumina sequencing, computational pipelines for management of the large number 
of Illumina reads from multiple samples, and accurate detection of viruses from 
the short Illumina reads.

In preliminary experiments, clinical samples with known viruses were used 
to develop these methods. Plasma samples were identified that were PCR posi-
tive for either an enterovirus (a group of relatively small, single-stranded RNA 
viruses) or human herpesvirus 6 (HHV-6, a large, double-stranded DNA virus). 
The total nucleic acid (see Methods) from each sample was amplified in two 
independent experiments, and the replicates were sequenced on the 454 and Illu-
mina platforms. In the initial Illumina experiment, 75-base, paired-end reads were 
generated (Table A15-1). The enterovirus sample, in which virus was detected 
by real-time PCR with an average Ct value of 30.6 from multiple experiments, 
showed viral reads with both 454 and Illumina platforms (Table A15-1). A single 
HHV-6 read was found in one of the 454 replicates, but reads were found in both 
Illumina replicates (see Methods for sequencing analysis pipeline). In both the 
enterovirus and HHV-6 samples, the number of virus reads was higher on the Il-
lumina platform compared with the 454 platform, indicating that increased depth 
of sequencing strengthened the virus signal. These results encourgaged us to 
improve the Illumina library construction and sequencing protocol. Specifically, 
we increased the length of fragments from 300–400 base pairs (gel purified) to 
300–800 base pairs by minimizing shearing. Second, the Illumina read-length 
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was increased to 100 bases to facilitate identification of viral sequences, espe-
cially those that were divergent from reference genomes. 3- to 13-fold more 
HHV-6 and enterovirus sequences were detected with this modified protocol 
(Table A15-1). Based on this result, we reduced the read depth for subsequent 
analyses to 3–5 million per sample, which facilitated processing large numbers 
of clinical samples. The improved protocol sampled more broadly across the 
enterovirus genome with 65% of the reads assembling into small contigs cover-
ing 1907 bases of the enterovirus genome. In contrast, more than 97 percent of 
the 1473 reads from the first experiment were concentrated in two contigs that 
covered only 550 bases. We next sought to apply the 100-base read-length pro-
tocol to large-scale analysis of samples from afebrile children and those with UF.

Sequencing and Analysis of Samples from Febrile and Afebrile Children

Nasopharyngeal (NP) swabs and plasma samples from children 2–36 months 
of age with fever without an apparent source and afebrile controls from the same 
age group (Table A15-2) were sequenced on the Illumina GAIIX. The samples 
that were sequenced were a subset of those included in a PCR-based analysis 
that tested for 15 genera of known viral pathogens, 12 in NP samples and 7 in 
plasma samples (Table A15-3) (Colvin et al., manuscript submitted). The median 
number of sequences produced per sample was approximately 4.4 million (Figure 
S1). The median and mean numbers of reads for the NP febrile, NP afebrile, and 
plasma febrile groups were each greater than 4 million. However, the number of 
reads from the plasma afebrile group was lower, with a median of 2.4 million 
and mean of 3.2 million reads, which may indicate less nucleic available for 
amplification and sequencing in plasma from healthy children

Sequences from 11 of the 15 viral genera in the PCR panel were detected 
in samples that had been tested by both sequencing and PCR, allowing for the 
comparison of methods (Figure A15-1). Only Betacoronavirus, Influenza B virus, 
and Rubulovirus were not found by either method. Parechovirus was found in NP 
samples by sequencing, but NP samples were not screened by PCR for this virus. 
Likewise, blood samples were not tested by PCR for respiratory viruses. These 
11 viral genera were detected in 90 samples. In 39 instances the same virus was 
detected by both methods, 25 were found only by sequencing, and 42 were found 
only by PCR (Figure A15-1). Beyond the 11 genera targeted by PCR, sequences 
from a variety of both DNA and RNA viruses were detected by sequencing 

TABLE A15-2  Samples

Afebrile Unexplained fever (UF)

Nasalpharyngeal swab 81 50
Plasma 22 23
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TABLE A15-3 Virus Genera Screened by PCR

Genus PCR assay targets Samples assayed by PCR

Alphacoronavirus 229E, NL63 NP
Betacoronavirus OC43, HKU1 NP
Bocavirus Human Bocaviruses NP and Plasma
Enterovirus Enteroviruses, Rhinovirues NP—Enteroviruses and Rhinoviruses

Plasma—Enteroviruses
Erythrovirus Parvovirus B19
Influenza A Virus Influenza A, H1, H3 Plasma
Influenza B Virus Influenza B NP
Mastadenovirus Human adenoviruses NP
Metapneumovirus Human metapneumovirus NP and Plasma
Parechovirus Human parechoviruses NP
Pneumovirus RSV A, RSV B Plasma
Polyomavirus JC, BK, WU, KI NP—WU and KI

Plasma—All 4
Respirovirus Human parainfluenza virus  

(HPIV)-1, HPIV-3
NP

Roseolovirus Human Herpesvirus (HHV)-6, 
HHV-7

Plasma

Rubulovirus HPIV-2, HPIV-4 NP

FIGURE A15-1 Comparison of sequencing and PCR results. The number of samples 
in which each virus was detected by PCR (white bars), sequencing (gray bars), or both 
(black bars) is shown.
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(Figure A15-2A and B, respectively). Nearly 50,000 sequences with similarity to 
25 known viral genera were identified.

Comparison of Sequencing and PCR Results for the Most Commonly Detected 
Viruses

Mastadenoviruses, enteroviruses, and roseoloviruses were frequently de-
tected by both sequencing and PCR, which allows a thorough comparison of the 
methods. Mastadenoviruses (referred to as adenoviruses) were detected in 19 
samples by PCR, and 5 of those were confirmed by sequencing (Figure A15-1). 
For those samples in which an adenovirus was detected by sequencing, the Ct 
values in the real-time PCR assay tended to be lower (average Ct = 29.1) com-
pared with those samples in which an adenovirus was not detected (average Ct 
= 37.8) (P = 0.0023), suggesting that deeper sequencing would be required to 
detect the low levels of virus present in these samples (Figure A15-3A). When 
we sequenced one NP sample (sample 9021-581), which had a Ct of 42.6 and 
was originally negative for adenovirus by sequencing, to a read depth of greater 
than 21 million reads, we were able to detect 2 adenovirus reads, consistent with 
the PCR result. However, for the plasma sample from the same subject (sample 
9021-895), which had a Ct of 37.5, adenovirus was still not detected after gener-
ating more than 50 million reads. Interestingly, 192 and 9,003 adeno-associated 
virus sequences were detected in these NP and plasma samples respectively, 
indirectly supporting the presence of adenovirus detected by PCR. The detection 
of the adeno-associated virus demonstrates that the unbiased nature of shotgun 
sequencing can reveal the presence of additional viruses not evaluated by PCR.

Enteroviruses (enterovirus and rhinovirus species) were detected in 32 sam-
ples by PCR, of which 21 were also detected by sequencing (Figure A15-1). 
Different commercial PCR assays were used for plasma and NP samples. For the 
plasma samples, a real-time PCR assay from Cepheid run on the SmartCycler 
thermal cycler (Cepheid, Sunnyvale, CA) was used (Colvin et al., manuscript 
submitted). Enterovirus sequences were detected in each of the 5 plasma samples 
that were positive for enterovirus by PCR. The NP samples were assessed us-
ing the xTAG Respiratory Virus Panel, produced by Luminex or the Multicode 
PLx Respiratory Virus Panel produced by Eragen Inc (Madison, WI) (Colvin 
et al., manuscript submitted). Of the 27 PCR-positive NP samples, rhinovirus 
or enterovirus sequences were detected in 16. Although the MFI read out of the 
Luminex assay is not strictly quantitative, the average MFI for samples with 
rhinovirus or enterovirus detected by sequencing was significantly higher than 
the average MFI of those samples missed by sequencing (P = 0.0193), suggesting 
that enteroviruses are present at low levels in some samples and would require 
deeper sequencing for detection. In support of this, sequencing one sample to 
a read depth of greater than 20 million reads produced 2 previously undetected 
rhinovirus reads (sample 9031-591, MFI 1500).
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FIGURE A15-2 Sequence analysis identifies a variety of viruses in samples from febrile 
and afebrile children. Analysis of 176 plasma and NP samples on the Illumina GAIIX and 
HiSeq 2000 platforms identified approximately 50,000 sequences with similarity to 25 
known (A) DNA and (B) RNA virus genera.
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For the roseoloviruses, HHV-6 and HHV-7, sequences were detected in 
every sample that was positive by PCR and also in 2 additional samples that 
were negative by PCR (Figure A15-1). The sensitivity of sequencing appeared 
to be high, possibly because the large genome size of the roseoloviruses allows 
the virus to be sampled efficiently during sequencing. The roseolovirus assay 
is a conventional (not real-time) PCR assay that is not quantitative, so the level 
of virus present in these samples is unknown. Futhermore, roseoloviruses were 
found in 5 NP samples by sequencing, while NP samples were not screened by 
PCR for these viruses.

FIGURE A15-3 Comparison of sequencing results with Ct values from real-time PCR 
assays. The average Ct values from real-time PCR assays for (A) adenovirus and (B) boca-
virus are graphed. Each PCR experiment was repeated at least twice per sample. Samples 
are grouped from left to right according to whether they were detected by sequencing, 
not detected by sequencing, or only detected when the number of sequence reads was 
increased to 21 or 51 million sequences for A and B, respectively.

As mentioned above, there were 25 examples of adenovirus, enterovirus, 
roseolovirus and a number of less frequently detected viruses that were found by 
sequencing but not by PCR (Figure A15-1). In some cases, significant sequence 
similarity to the reference genome was found at the amino acid but not nucleotide 
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level, suggesting that these might be novel or divergent virus sequences not de-
tected by the PCR assay. Future analyses will be aimed at characterizing viruses 
with remote sequence similarities to reference genomes and validating viruses 
detected by sequencing but not by PCR.

Polyomaviruses (WU and KI) and bocaviruses were detected by PCR, but 
rarely or not at all by sequencing (Figure A15-1). We did not detect any polyoma-
virus sequences in any of the samples that were positive by PCR. This includes 
one sample in which KI was detected with a Ct of 39.2 that was sequenced to a 
depth of greater than 21 million reads. WU and KI polyomavirus Ct values were 
relatively high, with all but one above 30. The sensitivity of the WU PCR assay 
is 7 plasmid copies per reaction and that of the KI assay is 50 plasmid copies 
(Hormozdi et al., 2010). Thus, the level of the viruses present in the samples 
may be relatively low, and this fact, coupled with the small, 8 kb genome size 
suggests that little nucleic acid is available for detection. Bocavirus was detected 
10 samples by a sensitive PCR assay that can detect as few as 5 plasmid copies 
of the target (Sumino et al., 2010) (Figure A15-1). During initial sequencing of 
a sample from a febrile child with respiratory symptoms, not included in the UF 
group, the 5 kb bocavirus genome was detected by sequencing. This sample had 
higher levels of bocavirus by PCR than other samples (sample 9105-663, Ct 
16.17). A second sample containing less bocavirus (sample 9013-573, Ct 37.59) 
was sequenced to a read depth of greater than 50 million reads, yielding 4 boca-
virus reads (Figure A15-3B). These results show sequencing enables detection of 
viral genomes present at low levels, but requires additional optimization to target 
rare smaller genomes.

Many samples contained sequence reads that aligned to reference genomes 
from viruses that were not included in the PCR panels (Figure A15-4). NP 
samples positive for parechoviruses and roseoloviruses are included in this fig-
ure because those viruses were only assessed by PCR in plasma samples. The 
polyomavirus-positive samples contained SV40-like sequences, which were not 
included in the polyomavirus PCR assays. Each of the viral sequences repre-
sented in Figure A15-4 were detected in samples from febrile children, with the 
exception of the alphapapillomavirus and some of the roseolovirus sequences. 
Some of the viruses detected are known to be pathogenic (parechovirus), while 
the pathogenic significance of others remains undetermined (hepatitis G virus). 
Further validation and characterization of some of these unexpected viruses may 
reveal the presence of novel viruses with remote homologies to the known refer-
ences or a previously unknown role for a virus in febrile illness.

In plasma and NP samples from one febrile subject with UF, we detected 
astrovirus sequences. The sequences from the plasma sample assembled into 
contigs that spanned 55% of the recently discovered astrovirus MLB2 genome. 
Astroviruses have previously been detected in stool samples and are associated 
with diarrhea. However, this is the first time an astrovirus has been detected in 
either NP or plasma samples. No other pathogen was detected in these samples, 
suggesting the astrovirus may have been the cause of the subject’s fever. We 



APPENDIX A 367

have subsequently extended the sequence of the capsid gene of this MLB2 virus, 
confirming its presence by both sequencing and PCR of RNA from the plasma 
sample and allowing us to compare this virus to another MLB2 isolate (Holtz 
et al., 2011).

One concern about using 100-base reads for virome analysis is that shorter 
read lengths may not permit the discovery of novel viruses. Therefore, we asked 
whether we would have detected the astrovirus sequences had MLB2 or closely 
related MLB1 not been previously discovered. In fact, 162 reads from this sample 
have amino acid sequence similarity to other human, avian, and mammalian as-
troviruses (Table A15-4) and, therefore, this method would have been successful 
at detecting a novel virus.

FIGURE A15-4 Viruses detected by sequencing that were not screened by PCR. The 
bars represent the number of samples in which each virus was detected by sequencing. 
*Indicates viruses that were not assayed by PCR in NP samples. **Indicates a virus that 
was not assayed by PCR but belongs to a genus with members that were.

In contrast to the samples in which viruses were present at low levels with 
only a few sequence reads detected, many samples yielded sufficient virus se-
quences to provide more detailed information about the virus in the sample. In 
some cases the genome coverage was sufficiently deep and broad for contigs to 
be assembled that covered significant portions of the genome (Table A15-5). The 
genome coverage allowed us to show that the human bocavirus was type 1, with 
99% identity to known reference genomes. Likewise, we were able to determine 
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that one of the rhinoviruses we detected was most similar to the recently discov-
ered group C rhinovirus QPM (McErlean et al., 2007).

Do Viral Sequences Correlate with Fever Without a Source?

To compare afebrile children and children with UF, the number of sequence 
reads was normalized to 3 million per sample. After the adjustment, samples 
from children with UF had 1.5- to 5-fold more viral sequences than samples 
from afebrile children in NP and plasma samples, respectively (Figure A15-5A). 
Although sequencing is not strictly quantitative, the number of sequences gen-
erated was inversely correlated with Ct values from the real-time PCR assays 

TABLE A15-4 Illumina Sequences with Remote Homologies to Astroviruses

Virus Number of sequences

Astrovirus from dog feces 14
Bat astrovirus 47
Bottlenose dolphin astrovirus 1
California sea lion astrovirus 4
Human-mink astrovirus 3
Human astrovirus 59
Rat astrovirus 17
Sheep astrovirus 2
Swine astrovirus 14
Turkey astrovirus 1

The top alignment from tblastx, excluding MLB1 and MLB2, is reported if the alignment was to an 
astrovirus.

TABLE A15-5 Genome Coverage

Genome Contigs
Input 
sequences

Sequences 
incorporated 
into contigs

Smallest 
contig

Largest 
contig

Genome 
size Coverage

Human 
bocavirus

5 2733 100 nt 1886 nt 5299 nt 92.6%

Respiratory 
syncitial virus

24 2588 102 nt 1882 nt 15,191 nt 58.4%

Human 
rhinovirus 
QPM

2 7159 798 nt 5962 nt 6948 nt* 94.5%

Human 
parainfluenza 
virus

10 189 105 nt 803 nt 15, 462 nt 14.2%

*Full genome sequence not available. Largest Genbank sequence used.
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FIGURE A15-5 Febrile children have more viral sequences from a greater range of 
viruses than do afebrile children. The number of sequences was scaled to 3 million per 
sample before comparisons were made between groups. (A) The average numbers of viral 
sequences found in plasma and NP samples from the subjects are represented by gray bars 
for samples from afebrile children and black bars for samples from febrile children. The 
percentage of samples in each group for which 0, 1, 2, 3, 4, or 5 viruses was detected is 
plotted for (B) sequencing data and (C) PCR data.
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(Figure S2), which suggests the number of virus reads correlates with the amount 
of viral genomic material is present. More than one viral genus was found in 
some samples, and samples from children with fever had a greater number of 
viruses compared to those from afebrile children (Figure A15-5B). No plasma 
sample from an afebrile child had more than 1 viral genus detected, compared to 
2 to 5 genera detected in 61% of the plasma samples from febrile children (Fig-
ure A15-5B). The difference in the percentages of samples with multiple viruses 
was not as striking in NP samples from febrile and afebrile children, although 
only 12% of samples from afebrile children had 2 or more viruses compared with 
26% of samples from febrile children (Figure A15-5B). In all groups, sequenc-
ing detected multiple viral genera in a larger proportion of the samples than did 
directed PCR assays (Figure A15-5C).

More plasma samples from febrile children were positive for viral sequences 
than were samples from afebrile children. Anellovirus sequences were the only 
group found in the plasma from afebrile children. They were found in 80% of all 
plasma samples, and there was no significant difference between the presence of 
anellovirus sequences in febrile and afebrile children (P = 0.2837, Fisher’s Exact 
Test). The presence of anelloviruses is not surprising, as they infect the majority 
of children by 1 year of age and establish chronic infections that are detectable 
in the blood of healthy individuals (Breitbart and Rohwer, 2005; Ninomiya et al., 
2008; Vasilyev et al., 2009). By removing the ubiquitous anellovirus sequences 
from the analysis the difference between the febrile and afebrile groups became 
even more striking (Figure A15-6A). Most viruses were detected in only a few 
samples, so differences between the febrile and afebrile groups were not statisti-
cally significant for individual viruses in this limited sample set. However, the 
enterovirus and roseolovirus sequences were more likely to be found in the febrile 
subjects than the afebrile subjects (Figure A15-6A), consistent with their roles as 
pathogens that can cause fever.

Viral sequences were also detected more commonly in NP samples from 
febrile children compared with those from afebrile children (Figure A15-6B). 
Again, anellovirus sequences were ubiquitous. Enterovirus sequences were found 
in similar proportions in samples from febrile and afebrile children. Excluding 
the ubiquitous anelloviruses and enteroviruses, the less common viral sequences 
were detected more frequently in the febrile subjects compared to the afebrile 
subjects (Figure A15-6B). Specifically, adenovirus and parechovirus were more 
commonly associated with NP samples from febrile children (Figure A15-6B). 
These data indicate that viruses are more commonly associated with samples 
from febrile children and suggest that viruses are the cause of many fevers in 
young children for which a source is not determined.

Sequences from febrile children revealed a greater range of viral genera 
compared to sequences from afebrile children. The difference was most striking 
in plasma, with sequences from 9 genera found as a result of screening the 23 
samples from febrile children and 1 genus found as a result of screening the 22 
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samples from afebrile children (Figure A15-6C). In NP samples, sequences from 
14 genera were detected by screening the 50 samples from subjects with UF com-
pared with 10 genera detected by screening the 81 samples from afebrile subjects 
(Figure A15-6D). These data indicate that fever is likely associated with a broad 
range of viruses, and further studies with larger sample sizes may be important 
for elucidating the roles of particular viruses in febrile illness.

Discussion

Although it has long been suspected that virus infection is the cause of many 
unexplained fevers in children under 3 years old, this is the first comprehensive 
analysis of viruses in samples from children with UF and controls using deep se-
quencing. We show that more viral sequences from a greater diversity of viruses 
are found in plasma and NP samples from children with UF than in corresponding 
samples from afebrile children, which supports the idea that viruses are the cause 
of many of these unexplained fevers. Children with UF are frequently hospital-
ized or treated with antibiotics without a positive test for a bacterial infection. 
The evidence we provide indicates that viruses are commonly associated with 
UF, and further studies should be done to confirm and elaborate on their role in 
this clinical syndrome. Ultimately, it would be helpful to identify specific clini-
cal features or tests that could aid diagnosis of virus infection to improve the 
treatment of children with UF and minimize the unnecessary use of antibiotics.

As expected, the virome of the nasopharynx, which is directly exposed to the 
environment, is much more complex than the virome detected in plasma. Some 
viruses found in NP swabs were detected in both febrile and afebrile children. 
Of particular interest are the Enterovirus sequences, which include rhinoviruses 
that are known to cause colds. The presence of an enterovirus or rhinovirus in 
an NP sample from a child with fever would likely lead a physician to conclude 
that the enterovirus or rhinovirus was the cause of the fever, but we show that 
Enteroviruses are equally prevalent in the NP samples of afebrile children. These 
data suggest that in a microbial habitat that is exposed to the environment, the 
presence of a known pathogen should be interpreted with caution. These data also 
suggest that we are exposed to a number of known pathogens without showing 
symptoms of infection, either because the presence of the virus is transient or the 
particular virus species or strain does not cause symptoms. These observations 
indicate the importance of future experiments to evaluate the microbiome of the 
airways over time to look for indicators that a viral infection will become symp-
tomatic, such as correlation of symptoms with specific viral subtypes, correlation 
with specific biomarkers, or shifts in the larger microbial community structure.

The detection of viruses in the plasma has different implications than in NP 
samples. Plasma is not generally exposed to the environment, so the presence of 
a known viral pathogen in the plasma is most likely the result of a disseminated 
infection. While this study was not designed to determine causation of fever, the 
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complete absence of known viral pathogens in the plasma of afebrile subjects 
suggests the viral pathogens detected in the plasma of febrile subjects were the 
sources of their fevers. While it is more invasive to collect blood than other 
samples, these data suggest blood samples may provide clearer assessment of 
viruses that are directly associated with disease in contrast to NP samples where 
viral pathogens are detected in asymptomatic individuals. Additional studies will 
need to be done to confirm these ideas. Other viruses, such as anelloviruses, are 
present chronically in the plasma of healthy people. It remains to be determined 
what kind of effects long-term exposure to these viruses has on the immune re-
sponse and human health.

This study could be expanded in several ways in order to better character-
ize the role of viruses in UF, including detecting viruses in children in whom 
no viruses have been detected thus far. The first would be to include additional 
sample types, such as stool. The second would be deeper sequencing of samples, 
particularly plasma, in which the presence of virus sequences are most likely to 
be clinically significant. We confirmed that additional sequencing improved virus 
detection of low abundance virus sequences, and as sequencing costs decrease 
and analysis tools improve it may be practical to generate and analyze 10 times 
the number of sequences for each sample to enhance virus detection. It is notable 
that the use of the Illumina platform in this study enabled the detection of many 
rare virus sequences, which would likely have been missed using sequencing 
platforms that generate fewer sequencing reads per unit cost. The third way 
to improve the study would be further examination of existing sequence data 
for novel viruses, focusing especially on samples from febrile children with no 
pathogen detected.

Virus discovery using high-throughput sequencing methods has been very 
productive in recent years (Briese et al., 2009; Felix et al., 2011; Finkbeiner 
et al., 2008, 2009; Holtz et al., 2008; Loh et al., 2009). While short-read Illumina 
sequencing has not been widely adapted for virus discovery in metagenomic 
samples to date, our findings suggest that this 100-base platform can be applied 
to virus discovery. For example, the sequences we obtained from the recently 
discovered astrovirus MLB2 and rhinovirus QPM would have allowed discovery 
of those viruses based on alignment to other more remotely related reference ge-
nomes. In addition, the depth of sequencing gained using the Illumina platform 
gives the advantage of detecting more virus sequences compared to the 454 plat-
form, which could be advantageous by allowing alignment over different parts of 
a reference genome, some of which may be more conserved, and by generating 
enough sequences to enable longer, contiguous sequences to be assembled for 
further analysis.

An important outcome of this study is to show that deep, Illumina-based 
sequencing has at least two advantages over targeted, PCR-based assays for the 
assessment of viruses in clinical samples. First, sequencing does not require prior 
knowledge of which viruses might be in the sample, thus allowing the detection 
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of unexpected and novel viruses. Second, sequencing can often provide informa-
tion such as virus subtype or sequence variation from reference genomes, which 
adds detail to our understanding of the viruses present. Our study illustrates both 
of these advantages. First, we identified viruses that would not have been rou-
tinely queried by PCR assays for known pathogens. For example, we detected 
the astrovirus MLB2 in plasma and NP samples from a febrile child, which were 
subsequently confirmed by PCR in both samples ([Holtz et al., 2011] and data 
not shown). Because no other cause of the fever has been detected, these data 
suggest MLB2 is the cause of this subject’s fever and further examination of the 
role of this virus in pediatric fever is warranted.

The second advantage of sequencing, the ability to determine virus subtype 
or sequence variation from reference genomes, is also evident in our study. For 
example, we were able to identify specific types or subtypes or strains of rhino-
virus and bocavirus. Notably, this can often be accomplished without sequenc-
ing most of the viral genome. In the case of HHV-6, all of the positive plasma 
samples were determined to be serotype 6B, even though 4 of the 8 samples had 
fewer than 15 HHV-6 sequences. We were also able to make distinctions between 
anellovirus species TTV, TTMDV, and TTMV with as little as one read. In future 
studies we will examine how different virus species and subtypes correlate with 
clinical symptoms.

One challenge in analyzing the virome in metagenomic samples is the speed 
of alignment tools available. Aligners designed for large data sets with short 
sequences generally gain processing speed by sacrificing the ability to identify se-
quences that differ more than slightly from the reference genome. Thus, many of 
these very fast aligners cannot be used effectively for analysis of virus sequences, 
which frequently differ considerably from their most closely related reference 
sequences. We are implementing new tools to be used for virome analysis that 
improve the speed of nucleotide and amino acid sequence alignments while re-
taining most of the sensitivity, which will allow the efficient analysis of a greater 
number of sequences. A second challenge for virome analysis is the use of a 
more inclusive reference database (such as NCBI’s NT) because this would allow 
identification of more virus sequences based on sequence similarity; however, 
alignment results from a large database can be problematic for several reasons: 
(a) taxonomy can be irregular causing computational problems and (b) some of 
the viral entries contain sequences from the human genome or bacterial cloning 
vectors, which cause false positive alignments. We have addressed these problems 
in the present study by manually reviewing the data, but our goal is to develop 
an easily updated, semi-curated database that would minimize these problems. 
Future versions of this analysis protocol will be improved with faster alignment 
tools and improved databases.

This study of deep sequencing of samples from febrile and afebrile children 
indicates that viruses are frequently detected in both groups, but with greater 
frequency and diversity in the samples from children with fever of unknown 
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cause. A causal role for these viruses would have important implications for 
the medical treatment of these children, since the children would not require 
antibiotic therapy. In evaluating viral causes of fever, sequencing appears to be 
advantageous in that it frequently reveals the presence of multiple viruses in a 
given sample, including unexpected viruses. Highly sensitive and specific PCR 
assays for a subset of viruses complement the sequencing analysis. As sequenc-
ing continues to become less expensive and the speed of computational tools 
improves, it is possible that its sensitivity could match that of PCR. This could 
lead to a powerful diagnostic approach: rapid, unbiased sequence analysis of 
the microbiome in patient samples, which could identify potentially pathogenic 
viruses and other microbes, followed by confirmation of the results using highly 
targeted and extremely specific PCR assays.

Methods

Ethics Statement

Samples were collected from human subjects using a protocol that was ap-
proved by the Washington University Human Research Protection Office. Written 
informed consent was obtained from the parents or legal guardians of all subjects.

Sample Collection

The subjects included were febrile and afebrile children 2 to 36 months of 
age seen at St. Louis Children’s Hospital. The group of febrile children was com-
prised of patients seen in the emergency room who had fever without an obvious 
source. In order to be included in the study, the physicians must have elected to 
obtain blood for testing. The afebrile group was comprised of children undergo-
ing surgery. NP swabs and plasma samples were collected as described (Colvin 
et al., manuscript submitted). NP swabs were collected by inserting flocked swabs 
into the nasopharyngeal area, rotating the swab, and holding the swab in place for 
10–15 seconds to increase specimen collection. Swabs were submerged in Uni-
versal Transport Medium (Copan), and the shafts of the swabs were cut or broken 
off and discarded. The medium containing the swab was briefly vortexed, and 
then the swabs were removed without wringing out any absorbed medium. Tubes 
were centrifuged, and the supernatant was aliquotted and frozen at −70°C. Total 
nucleic acid was extracted using the Qiagen BioRobot M48 the Roche MagNA 
Pure automated extractor for NP and plasma samples, respectively.

Sample Preparation and Sequencing

For samples from afebrile and febrile children, sequencing libraries were 
prepared to look for DNA and RNA viruses. DNA and RNA were prepared as 
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previously described (Wang et al., 2002, 2003). In brief, using total nucleic acid 
templates, RNA was primed with Primer A for reverse transcription. Sequenase 
DNA polymerase was used for second strand synthesis. DNA and RNA frag-
ments were amplified with Primer B for 40 cycles. Samples were sequenced on 
the Roche 454 GS FLX Titanium or Illumina GAIIX. For samples in which ad-
ditional sequencing reads were generated, the Illumina GAIIX or Illumina HiSeq 
2000 was used (Figure S3). The SRR accession numbers for the sequence data 
are provided in Figure S4.

Sequence Analysis

A pipeline was developed for the analysis of large numbers of short sequence 
reads. This was adapted from that used for the analysis of 454 sequences, which 
used BLASTn and tBLASTx (Altschul et al., 1997) to align sequences to refer-
ences in the NT database,59 followed by a manual review of the viral alignments. 
The details of the protocol for analysis of short reads follow. After removal of 
primer sequences, completely identical sequences were collapsed into a single 
representative sequence to minimize the number of sequences to be analyzed. 
Low complexity sequences were then masked using Dust (Morgulis et al., 2006). 
Sequences with greater than 20 N nucleotides (either from sequencing error or as 
a result of Dust) were removed. Human sequences were identified for removal 
by aligning sequences to the Genome Reference Consortium’s human build 3660 
including unplaced, human mitochondrial, and 5.8 s, 18 s, and 28 s rDNA se-
quences using cross_match (Green, 1994) with the following alignment parame-
ters: minscore 70, bandwidth 3, penalty –1, gap_init –1, gap_ext –1, masklevel 0. 
Non-human sequences were aligned to a metagenomic database consisting of all 
virus and phage sequences in NCBI NT plus full genomes from other microbes 
including bacteria, archaea, and small eukaryotes (Mitreva, et al., unpublished). 
Cross_match was used with the same parameters used for the human alignments. 
Any sequences that were unaligned using nucleotide alignment were then aligned 
to NR (ftp://ftp.ncbi.nlm.nih.gov/blast/db/) using WU-BLAST (BlastX) (Altschul 
et al., 1990) with the following parameters: filter seg, W 6, WINK 6, nogap. 
Sequences that aligned to microbial references using either cross_match or WU-
BLAST were confirmed by WU-BLAST alignment to the larger NT database. 
Virus alignments were then manually evaluated, and ambiguous alignments were 
removed. The same protocol was used for the analysis of the 75-mer data, except 
a minscore of 50 was used in the cross_match alignments. Detailed sequence sta-
tistics are presented in Figure S5. Figure S6 shows the number of virus sequences 
found with cross_match and BlastX, without scaling.

59   ftp://ftp.ncbi.nlm.nih.gov/blast/db
60   http://www.ncbi.nlm.nih.gov/projects/genome/assembly/grc/data.shtml
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Viral sequences were assembled into contigs using Tigra (Chen L and Wein-
stock G, unpublished).
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Appendix B

Agenda

The Science and Applications of Microbial Genomics

June 12–13, 2012
500 Fifth Street, NW

Washington DC

DAY ONE: TUESDAY, JUNE 12, 2012

8:45–9:15:	 Registration and Continental Breakfast

9:15–9:30:	 Welcoming Remarks: David Relman, James Hughes, and Lonnie 
King

9:30–10:00:	 KEYNOTE: Yersinia pestis Population Genetics Across Time 
and Space

		  Paul Keim, Northern Arizona University

10:00–10:20:	 Discussion

10:20–10:30:	 BREAK



380	 THE SCIENCE AND APPLICATIONS OF MICROBIAL GENOMICS

SESSION I: Microbial Genomics—Diversity, Evolution, and Adaptation

Arturo Casadevall, Moderator

10:30–11:00:	 The Earth Microbiome Project: Modeling the Earth’s Microbiome
		�  Jack A. Gilbert, Argonne National Laboratory/University of 

Chicago

11:00–11:30:	 Variation in Microbial Communities and Genomes
		�  George Weinstock, Washington University in St. Louis

11:30–12:00:	 Population Diversity in Deep-Sea Microbial Communities
		�  Peter Girguis, Harvard University

12:00–12:30:	 The Application of Computational/Theoretical and Experimental 
Approaches to Study the Evolution of Microorganisms

		  Eric Alm, Massachusetts Institute of Technology

12:30–1:00:	 Discussion

1:00–1:45:	 LUNCH

SESSION II: Microbial Genomics—Molecular Mechanisms 
of Disease Emergence and Epidemiology

David Relman, Moderator

1:45–2:15:	 Characterizing Intra-host Influenza Virus Populations to Predict 
Emergence

		�  Elodie Ghedin, University of Pittsburgh School of 
Medicine

2:15–2:45:	 Identifying Signatures of Recent Selection and Transmission in 
Pathogenic Bacteria

		�  Julian Parkhill, The Sanger Institute

2:45–3:15:	 Comparative Genomics of E. coli and Shigella: Identification 
and Characterization of Pathogenic Variants Based on Whole 
Genome Sequence Analysis

		�  David Rasko, University of Maryland Institute for 
Genome Sciences

3:15–3:45:	 BREAK
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3:45–4:15:	 Coral Health and Disease in the Face of Climate Change
		�  Kim Ritchie, Mote Marine Laboratory

4:15–4:45:	 Evolution and Pathogenicity in the Deadly Chytrid Pathogen of 
Amphibians

		�  Erica Bree Rosenblum, University of California–Berkeley

4:45–5:15:	 Discussion

5:15–6:00:	 Concluding Remarks

6:15:	 ADJOURN DAY ONE

DAY TWO: WEDNESDAY, JUNE 13, 2012

8:30–9:00:	 Registration and Continental Breakfast

9:00–9:15:	 Welcoming Remarks and Summary of Day One: David Relman

SESSION III: Application of Genomics and High-Throughput 
Technologies for Microbial Surveillance and Outbreak Traceback

Claire Fraser, Moderator

9:15–9:45:	 Virulence as an Emergent Property
		�  Arturo Casadevall, Albert Einstein College of Medicine

9:45–10:15:	 Understanding the Origins, Evolution, and Transmission 
Dynamics of Outbreak Agents Through Genomic Epidemiology

		�  Jennifer Gardy, British Columbia Centre for Disease 
Control/University of British Columbia

10:15–10:45:	 Use of Genomic Platforms to Detect and Discover Emerging/
Evolving Viral Diseases

		�  David Wang, Washington University in St. Louis

10:45–11:00:	 BREAK

11:00–11:30:	 Genomic Epidemiology of Gram-Negative Pathogens: From 
Acinetobacter to E. coli

		�  Mark Pallen, University of Birmingham
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11:30–12:00:	 The Impact of Sequencing Errors on Estimates of Diversity in 
the Rare Biosphere (and Potential Solutions)

		�  Susan Huse, Marine Biological Laboratory

12:00–12:30:	 Discussion

12:30–1:15:	 LUNCH

SESSION IV: Microbial Forensic Tools, Technologies, and 
Platforms: Problems of Concordance and Discordance

Paul Keim, Moderator

1:15–1:45:	 Microbial Forensics
		�  Bruce Budowle, University of North Texas Health Science 

Center

1:45–2:15:	 Discussion of the Technical Approaches Used in the Amerithrax 
Investigation

		�  Claire Fraser, University of Maryland Institute for 
Genome Sciences

2:15–2:45:	 Analyzing Metagenomic Data: Inferring Microbial Community 
Function with MG-RAST

		�  Folker Meyer, Argonne National Laboratory

2:45–3:00:	 BREAK

3:00–5:00:	 Panel Discussion: The Problem of Concordance and 
Discordance in Data Generated Using Different Platforms and 
Technologies

	 DISCUSSANTS:
	 	 •	 George Weinstock
	 	 •	 Susan Huse
	 	 •	 Mark Pallen
	 	 •	 Jack Gilbert

5:00–5:15:	 Concluding Remarks

5:15:	 ADJOURN
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Appendix C

Acronyms

AEEC attaching and effacing Escherichia coli
AFMIC Armed Forces Medical Intelligence Center
ANSI American National Standards Institute
ATCC American Type Culture Collection

Bd Batrachochytrium dendrobatidis
BFP bundle-forming pili
BLAST basic local alignment search tool

CDC Centers for Disease Control and Prevention
CLIA clinical laboratory improvement amendment
COG cluster of orthologous groups of proteins

DEC diarrheagenic Escherichia coli
DHS Department of Homeland Security
DNA deoxyribonucleic acid
DOD Department of Defense
DOJ Department of Justice
DRISEE duplicate read inferred sequencing error estimation
DTRA Defense Threat Reduction Agency

EAEC enteroaggregative Escherichia coli
EHEC enterohemorrhagic Escherichia coli
EID emerging infectious disease
EIEC enteroinvasive Escherichia coli
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EPEC enteropathogenic Escherichia coli
ESS Environmental Shotgun Sequencing
ETEC enterotoxigenic Escherichia coli

FBI Federal Bureau of Investigation 
FDA U.S. Food and Drug Administration

GEBA Genomic Encyclopedia of Bacteria and Archaea
GBS Group B streptococcus

HAART highly active antiretroviral therapy
HAI hospital-acquired infection
HGT horizontal gene transfer
HHS Department of Health and Human Services
HIV human immunodeficiency virus

IOM Institute of Medicine
ISO International Organization for Standardization

KEGG Kyoto Encyclopedia of Genes and Genomes

LEE locus of enterocyte effacement

MIRU mycobacterial interspersed repetitive unit
MLST multi-locus sequence typing
MRSA methicillin-resistant Staphylococcus aureus

NGS next-generation sequencing

ORF open reading frame
OTU operational taxonomic unit

PAUP phylogenetic analysis using parsimony 
PCoA principal coordinates analysis
PCR polymerase chain reaction

RNA ribonucleic acid
rRNA ribosomal RNA

SNP single nucleotide polymorphisms
STEC shiga toxin-producing Escherichia coli
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TB tuberculosis
TIGR The Institute for Genomic Research

USAMRIID U.S. Army Medical Research Institute of Infectious Diseases 
USDA U.S. Department of Agriculture

VNTR variable number tandem repeat
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Appendix D

Glossary

Amplicon: Pieces of DNA formed as the products of natural or artificial ampli-
fication events. For example, they can be formed via polymerase chain reactions 
(PCRs) or ligase chain reactions (LCRs), as well as by natural gene duplication.

Animalcules: A microscopic or minute organism, such as an amoeba or parame-
cium, usually considered to be an animal.

Antibiotic: Class of substances that can kill or inhibit the growth of some groups 
of microorganisms. Originally antibiotics were derived from natural sources (e.g., 
penicillin from molds), but many currently used antibiotics are semisynthetic and 
modified with additions of man-made chemical components. See Antimicrobial.

Antibiotic resistance: Property of bacteria that confers the capacity to inactivate 
or exclude antibiotics or a mechanism that blocks the inhibitory or killing effects 
of antibiotics.

Antimicrobial: Any agent (including an antibiotic) used to kill or inhibit the 
growth of microorganisms (bacteria, viruses, fungi, or parasites). This term 
applies whether the agent is intended for human, veterinary, or agricultural 
applications.

Archaea: One of the three main branches of evolutionary descent (Archaea, 
Eukaryota, and Bacteria), archaea are single-celled organisms once classified as 
extremophiles (being found in harsh environments such as hot springs and salt 
lakes), yet recent evidence shows that archaea are widely distributed in nature.
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Astroviruses: Small, single-stranded, positive sense RNA viruses, 6 to 8 kb in 
length. They cause diarrhea in humans and other animals.

Attaching and effacing Escherichia coli (AEEC): E. coli that produces Shiga 
toxin (verotoxin). Certain serotypes cause enteritis, colitis, and diarrhea in a 
number of different animal species by expressing a virulence factor protein called 
intimin that allows intimate attachment of the organism to the microvillus brush 
border of the enterocyte, forming a characteristic attaching and effacing lesion. 
Diagnosis is by the detection of the Shiga toxin and characteristic lesions.

Bacteria: Microscopic, single-celled organisms that have some biochemical and 
structural features different from those of animal and plant cells.

Bacteriophage: A virus that infects bacteria.

Bundle-forming pilus: So named because of its tendency to aggregate into 
rope-like bundles. The bundle-forming pilus is a member of a family of pili 
produced by important pathogens of humans and domestic animals known as 
type IV fimbriae.

Chemoautotrophic: Organisms that use energy derived from the oxidation of 
inorganic compounds to fix carbon.

Contig: A group of overlapping clones representing regions of the genome; the 
contiguous sequence of DNA created by assembling these overlapping chromo-
some fragments.

Diarrheagenic Escherichia coli (DEC): Any of a number of E. coli bacteria 
that cause diarrhea.

Disease: In medicine, disease is often viewed as an observable change of the 
normal network structure of a system resulting in damage to the system.

DNA (deoxyribonucleic acid): Any of various nucleic acids that are usually the 
molecular basis of heredity, are constructed of a double helix held together by 
hydrogen bonds between purine and pyrimidine bases that project inward from 
two chains containing alternate links of deoxyribose and phosphate, and that in 
eukaryotes are localized chiefly in cell nuclei.

Duplicate read inferred sequencing error estimation (DRISEE): A new tool 
to estimate the amount of “noise” in metagenomic data sets.
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Earth Microbiome Project: An initiative to collect natural samples and to ana-
lyze the microbial community around the globe.

Emerging infection: Infections that are rapidly increasing in incidence or geo-
graphic range.

Enteroaggregative Escherichia coli (EAEC): A subgroup of diarrheagenic E. 
coli (DEC) that during the past decade has received increasing attention as a 
cause of watery diarrhea, which is often persistent. EAEC have been isolated 
from children and adults worldwide.

Enterohemorrhagic Escherichia coli (EHEC): A strain of E. coli that causes 
hemorrhage in the intestines. The organism produces Shiga toxin, which damages 
bowel tissue, causing intestinal ischemia and colonic necrosis. Symptoms are 
stomach cramping and bloody diarrhea. An infectious dose may be as low as 10 
organisms. Spread by contaminated beef, unpasteurized milk and juice, sprouts, 
lettuce, salami, and contaminated water, the infection can be serious although 
there may be no fever. Treatment consists of antibiotics and maintenance of fluid 
and electrolyte balance. In advanced cases, surgical removal of portions of the 
bowel may be required.

Enteroinvasive Escherichia coli (EIEC): A strain of Escherichia coli that pen-
etrates gut mucosa and multiplies in colon epithelial cells, resulting in shigellosis-
like changes of the mucosa. This strain produces a severe diarrheal illness that 
can resemble shigellosis except for the absence of vomiting and shorter duration 
of illness.

Enteropathogenic Escherichia coli (EPEC): Strains of E. coli that cause en-
teritis by close association with enteric cells. This group includes attaching and 
effacing E. coli.

Enterotoxigenic Escherichia coli (ETEC): A strain of E. coli that is a frequent 
cause of diarrhea in travelers.

Escherichia coli: A straight rod-shaped gram-negative bacterium that is used in 
public health as an indicator of fecal pollution (as of water or food) and in medi-
cine and genetics as a research organism and that occurs in various strains that 
may live as harmless inhabitants of the human lower intestine or may produce a 
toxin causing intestinal illness.

Genetic fingerprinting: A method employed to determine differences in amino 
acid sequences between related proteins; relies upon the presence of a simple 
tandem-repetitive sequences that are scattered throughout the human genome.
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Genome: The complete set of genetic information in an organism. In bacteria, 
this includes the chromosome(s) and plasmids (extrachromosomal DNA mol-
ecules that can replicate autonomously within a bacterial cell).

Genome metastructure: Organization of the genome with respect to where the 
various structural and functional components are located.

Genomics: The study of genes and their associated functions.

Gram-negative bacteria: Refers to the inability of a microorganism to accept a 
certain stain. This inability is related to the cell wall composition of the micro
organism and has been useful in classifying bacteria.

Gram-positive bacteria: Refers to the ability of a microorganism to retain a 
certain stain. This ability is related to the cell wall composition of the microor
ganism and has been useful in classifying bacteria.

Highly active antiretroviral therapy (HAART): The name given to treatment 
regimens that aggressively suppress HIV replication and progression of HIV 
disease. The usual HAART regimen combines three or more anti-HIV drugs from 
at least two different classes.

Horizontal gene transfer: Any process in which an organism incorporates ge-
netic material from another organism without being the offspring of that organism.

Human Genome Project: An international scientific research project with a 
primary goal of determining the sequence of chemical base pairs that make up 
DNA, and of identifying and mapping the approximately 20,000–25,000 genes 
of the human genome from both a physical and functional standpoint. A working 
draft of the genome was announced in 2000 and a complete one in 2003, with 
further, more detailed analysis still being published.

Human immunodeficiency virus (HIV): Retrovirus that causes AIDS by infect-
ing helper T cells of the immune system. The most common serotype, HIV-1, is 
distributed worldwide, while HIV-2 is primarily confined to West Africa.

Human Microbiome Project: A U.S. National Institutes of Health initiative with 
the goal of identifying and characterizing the microorganisms that are found in 
association with both healthy and diseased humans (i.e., their microbial flora). 
The ultimate goal of this and similar NIH-sponsored microbiome projects is to 
test how changes in the human microbiome are associated with human health or 
disease.
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Indel: An insertion or deletion of genetic material. Indel refers to the mutation 
class that includes both insertions, deletions, and the combination thereof, includ-
ing insertion and deletion events that may be separated by many years.

Metagenomics: A culture-independent analysis method that involves obtaining 
DNA from communities of microorganisms, sequencing it in a “shotgun” fashion, 
and characterizing genes and genomes comparisons with known gene sequences. 
With this information, researchers can gain insights into how members of the 
microbial community may interact, evolve, and perform complex functions in 
their habitats.

Metagenomics Rapid Annotation using Subsystem Technology server (MG-
RAST): A community resource providing an automated analysis platform for 
metagenomes providing quantitative insights into microbial populations based 
on sequence data.

Methicillin-resistant Staphylococcus aureus (MRSA): A type of staph bacteria 
that is resistant to certain antibiotics called beta-lactams. These antibiotics in-
clude methicillin and other more common antibiotics such as oxacillin, penicillin, 
and amoxicillin. See Antibiotic resistance.

Microbe: A microorganism or biologic agent that can replicate in humans (in-
cluding bacteria, viruses, protozoa, fungi, and prions).

Microbial threat: Microbes that lead to disease in humans.

Multilocus sequence typing (MLST): A technique in molecular biology for the 
typing of multiple loci. The procedure characterizes isolates of microbial species 
using the DNA sequences of internal fragments of multiple housekeeping genes. 
Approximately 450–500 bp internal fragments of each gene are used, as these 
can be accurately sequenced on both strands using an automated DNA sequencer. 
For each housekeeping gene, the different sequences present within a bacterial 
species are assigned as distinct alleles and, for each isolate, the alleles at each of 
the loci define the allelic profile or sequence type (ST).

Mycobacterial interspersed repetitive unit (MIRU): Short tandem repeat 
structures found at multiple loci throughout the Mycobacterium tuberculosis 
genome that have been used for typing these pathogens.

Operational taxonomic unit (OTU): Taxonomic level of sampling selected by 
the user to be used in a study, such as individuals, populations, species, genera, 
or bacterial strains.
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Parasite: An organism that lives in or on and takes its nourishment from another 
organism. A parasite cannot live independently. Parasitic diseases include infec-
tions by protozoa, helminths, and arthropods.

Pathogen: Organism capable of causing disease.

Pathogenic: Capable of causing disease.

Phage: A virus that infects bacteria. Many phage have proved useful in the study 
of molecular biology and as vectors for the transfer of genetic information be-
tween cells. Lytic phage (e.g., the T series phage that infect Escherichia coli [coli-
phages]), invariably lyse a cell following infection; temperate phage (e.g., lambda 
bacteriophage) can also undergo a lytic cycle or can enter a lysogenic cycle, in 
which the phage DNA is incorporated into that of the host, awaiting a signal that 
initiates events leading to replication of the virus and lysis of the host cell.

Phylogenetics: The study of evolutionary relationships among groups of organ-
isms (e.g., species, populations) that is discovered through molecular sequencing 
data and morphological data matrices.

Polymerase chain reaction (PCR): A scientific technique in molecular biol-
ogy to amplify a single or a few copies of a piece of DNA across several orders 
of magnitude, generating thousands to millions of copies of a particular DNA 
sequence.

Principal coordinates analysis: A method to explore and to visualize similarities 
or dissimilarities of data. It starts with a similarity matrix or dissimilarity matrix 
(= distance matrix) and assigns for each item a location in a low-dimensional 
space, such as a 3-D graphics.

Rare biosphere: Rare microbial species in the soil, ocean, and living creatures 
that were effectively cloaked from previous sampling methods by more abundant 
species.

Resistance: See Antibiotic resistance.

RNA (ribonucleic acid): Any of various nucleic acids that contain ribose and 
uracil as structural components and are associated with the control of cellular 
chemical activities.

rRNA (ribosomal RNA): A nucleic acid found in all living cells. Plays a role 
in transferring information from DNA to the protein-forming system of the cell. 
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More specifically, rRNA sits in the ribosome, decoding the mRNA into various 
amino acids and assisting in translation.

Shiga toxin-producing Escherichia coli (STEC): A type of enterohemorrhagic 
E. coli (EHEC) bacteria that can cause illness ranging from mild intestinal dis-
ease to severe kidney complications. Other types of enterohemorrhagic E. coli 
include the relatively important serotype E. coli O157:H7, and more than 100 
other non-O157 strains.

Shotgun sequencing: The sequencing of a large DNA segment by sequencing 
of randomly derived sub-segments, whose order and orientation within the large 
segment are unknown until the final assembly of overlapping sequences.

Single nucleotide polymorphism (SNP): A DNA sequence variation occurring 
when a single nucleotide—A, T, C, or G—in the genome (or other shared se-
quence) differs between members of a biological species or paired chromosomes 
in an individual.

Staphylococcus aureus: A gram-positive bacteria that is the most common cause 
of staph infections. It is frequently part of the skin flora found in the nose and 
on skin. About 20 percent of the human population are long-term carriers of S. 
aureus.

Sympatric speciation: Speciation in the absence of physical barriers to genetic 
exchange between incipient species.

Taxon: A particular taxonomic grouping, such as a species, genus, family, order, 
class, phylum, or kingdom.

Tuberculosis (TB): A potentially fatal contagious disease that can affect almost 
any part of the body but is mainly an infection of the lungs. It is caused by a 
bacterial microorganism, the tubercle bacillus or Mycobacterium tuberculosis.

Vaccine: A vaccine is a biological preparation that improves immunity to a par-
ticular disease. A vaccine typically contains an agent that resembles a disease-
causing microorganism, and is often made from weakened or killed forms of the 
microbe or its toxins.

Variable number tandem repeats (VNTRs): Short nucleotide sequences that 
are present in multiple copies at a particular locus in the genome. The number of 
repeats can vary from individual to individual, making analysis of VNTRs useful 
for subtyping of microorganisms.
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Virulence factor: Intrinsic characteristic of an infectious bacteria that facilitates 
its ability to cause disease.

Virus: A small infectious agent that can only replicate inside the cells of another 
organism. Viruses are too small to be seen directly with a light microscope. 
Viruses infect all types of organisms, from animals and plants to bacteria and 
archaea.

Whole genome sequencing: A laboratory process that determines the complete 
DNA sequence of an organism’s genome at a single time. This entails sequenc-
ing all of an organism’s chromosomal DNA as well as DNA contained in the 
mitochondria and, for plants, in the chloroplast. Almost any biological sample 
containing a full copy of the DNA—even a very small amount of DNA or ancient 
DNA—can provide the genetic material necessary for whole genome sequencing.
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Eric Alm, Ph.D., is the Doherty Assistant Professor of Ocean Utilization at the 
Massachusetts Institute of Technology (MIT). His research includes both com-
putational/theoretical and experimental approaches to understanding the evolu-
tion of microorganisms, emphasizing a “systems-level” perspective. Some areas 
of special interest include: tools for detecting natural selection in microbes; the 
evolutionary origin of gene families; mining metagenomic sequence data; experi-
mental evolution of microbes; modeling bacterial ecology; gene regulatory net-
works in bacteria; and protein structure and design. He enjoys teaching a variety 
of classes at MIT, spanning his diverse interests in microbiology, computer al-
gorithms, and thermodynamics of biomolecules. He is currently looking forward 
to teaching a new class on microbial evolution and genetics. Dr. Alm has earned 
the following degrees: B.S., 1995, University of Illinois at Urbana-Champaign; 
M.S., 1997, University of California, Riverside; Ph.D., 2001, University of Wash-
ington, Seattle; and Postdoc, 2005, University of California, Berkeley/Lawrence 
Berkeley National Laboratory.

Bruce Budowle, Ph.D., received a Ph.D. in genetics in 1979 from Virginia Poly-
technic Institute and State University. From 1979 to 1982, Dr. Budowle was a 
postdoctoral fellow at the University of Alabama at Birmingham. Working under 
a National Cancer Institute fellowship, he carried out research predominately 
on genetic risk factors for diseases such as insulin-dependent diabetes mellitus, 
melanoma, and acute lymphocytic leukemia. From 1983 to 2009, Dr. Budowle 
was employed at the FBI Laboratory Division and carried out research, develop-
ment, and validation of methods for forensic biological analyses. Dr. Budowle 
has worked on laying some of the foundations for the current statistical analyses 
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in forensic biology and defining the parameters of relevant population groups. He 
has published approximately 500 articles, made approximately 600 presentations, 
and testified in more than 250 criminal cases in the areas of molecular biology, 
population genetics, statistics, quality assurance, and forensic biology. He has 
been a chair and member of the Scientific Working Group on DNA Methods, 
Chair of the DNA Commission of the International Society for Forensic Genetics, 
and a member of the DNA Advisory Board. He was one of the architects of the 
CODIS National DNA database, which maintains DNA profiles from convicted 
felons, from evidence in unsolved cases, and from missing persons. Some of 
Dr. Budowle’s efforts over the past decade are in counter-terrorism, primarily in 
identification of victims from mass disasters and in efforts involving microbial 
forensics and bioterrorism. Dr. Budowle was an advisor to New York State in the 
effort to identify the victims from the World Trade Center attack. In the area of 
microbial forensics, Dr. Budowle has been the chair of the Scientific Working 
Group on Microbial Genetics and Forensics, whose mission was to set quality 
assurance guidelines, develop criteria for biologic and user databases, set criteria 
for a National Repository, and develop forensic genomic applications. In 2009 
Dr. Budowle became Executive Director of the Institute of Applied Genetics and 
Professor in the Department of Forensic and Investigative Genetics at the Uni-
versity of North Texas Health Science Center at Fort Worth, Texas. His current 
efforts focus on the areas of human forensic identification, microbial forensics, 
and emerging infectious disease.

Arturo Casadevall, M.D., Ph.D., is Professor and Chair of the Department of 
Microbiology & Immunology at the Albert Einstein College of Medicine. Dr. 
Casadevall received both his M.D. and Ph.D. from New York University and 
completed his internship and residency in internal medicine at Bellevue Hospital 
in New York, New York. Afterward, he completed subspecialty training in Infec-
tious Diseases at the Albert Einstein College of Medicine. Dr. Casadevall’s major 
research interests are in fungal pathogenesis and the mechanism of antibody 
action. He has authored more than 540 scientific papers. Dr. Casadevall was 
elected to membership in the American Society for Clinical Investigation, the 
American Academy of Physicians, and the American Academy of Microbiology. 
He is a fellow of the American Association for the Advancement of Science and 
has received numerous honors including the Solomon A Berson Medical Alumni 
Achievement Award from New York University, the Maxwell L. Littman Award, 
the Rhoda Benham Award from Medical Mycology Society of America, and the 
Kass Lecturership from Infectious Diseases Society of America. He is the Edi-
tor in Chief of mBio and serves on numerous editorial boards. Dr. Casadevall 
served on the National Academy of Sciences committee that reviewed the FBI 
investigation of the anthrax attacks in 2001. He serves on the National Science 
Advisory Board for Biosecurity and the National Institute of Allergy and Infec-
tious Diseases Board of Scientific Counselors.
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Claire Fraser, Ph.D., is Director of the Institute for Genome Sciences at the 
University of Maryland School of Medicine in Baltimore, Maryland. She has 
joint faculty appointments at the University of Maryland School of Medicine in 
the Department of Medicine and Microbiology/Immunology.

Until 2007, she was President and Director of The Institute for Genomic 
Research (TIGR) in Rockville, Maryland, and led the teams that sequenced the 
genomes of several microbial organisms, including important human and animal 
pathogens. She helped launch the new field of microbial genomics and revolu-
tionized the way microbiology has been studied. In a 1995 landmark publication, 
a group of TIGR investigators reported on the first complete genome sequence 
of a free-living organism, Haemophilus influenzae. This new approach has, to 
date, produced DNA sequence data from nearly 1,000 different species across 
the phylogenetic tree.

Her work on the Amerithrax investigation led to the identification of four 
genetic mutations in the anthrax spores that allowed the FBI to trace the material 
back to its original source. She is one of the world’s experts in microbial forensics 
and the growing concern about dual uses—research that can provide knowledge 
and technologies that could be misapplied.

Dr. Fraser has authored more than 200 publications, edited 3 books, and 
served on the editorial boards of 9 scientific journals. For the past 10 years, she 
has been the most highly cited investigator in the field of microbiology. Her list 
of awards includes the E.O. Lawrence Award, the highest honor bestowed on 
research scientists by the Department of Energy, the Promega Biotechnology 
Award from the American Society of Microbiology, and the Charles Thom Award 
from the Society for Industrial Microbiology. She has been selected as one of 
Maryland’s Top 100 Women Circle of Excellence, and in 2010, was named to the 
Maryland Women’s Hall of Fame.

She has served on many advisory panels for all of the major federal fund-
ing agencies, the National Research Council, the Department of Defense, and 
the intelligence community. In addition, she has contributed her time as a board 
member for universities, research institutes, and other nonprofit groups because 
of her commitment to the education of our next generation of scientists.

Jennifer Gardy, Ph.D., leads the Genome Research Lab at the British Columbia 
Centre for Disease Control, where she and her colleagues use emerging genomics 
technologies as tools for solving problems in public health. Dr. Gardy’s particular 
interests lie in using next-generation sequencing of pathogen isolates from an out-
break situation to understand how outbreaks start, how pathogens transmit from 
person to person, and community to community, and how to turn this knowledge 
of transmission dynamics into sustainable and effective public health interven-
tions. Her lab published the first genome-based reconstruction of a large tuber-
culosis outbreak, a project that also looked at the role of social networks in the 
spread of disease, and the group is currently working on similar reconstructions 
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for other outbreaks of both bacterial and viral disease. The Genome Research 
Lab is also exploring the role of metagenomics in public health, investigating its 
utility in identifying novel microbial markers of disease. Dr. Gardy completed her 
Ph.D. at Simon Fraser University in 2006 and is currently an Adjunct Professor 
in Microbiology and Immunology at the University of British Columbia.

Elodie Ghedin, Ph.D., is an Associate Professor in the Department of Compu-
tational and Systems Biology and a member of the Center for Vaccine Research 
at the University of Pittsburgh School of Medicine. Her research is aimed at 
generating critical insights about host-pathogen interaction and pathogen popu-
lation structures. She uses functional and comparative genomics, computational 
and evolutionary biology, and molecular parasitology techniques to focus on the 
agents that cause diseases endemic to tropical climates, such as lymphatic filaria-
sis (elephantiasis), onchocerciasis (River blindness), and leishmaniasis, as well as 
global diseases such as seasonal and pandemic influenza. Dr. Ghedin came to the 
University of Pittsburgh in 2006 after spending six years at TIGR where she led 
the Influenza Genome Project, the first of its kind to characterize large collections 
of an acute RNA virus, overturning outdated models of influenza evolution that 
were based on limited genetic data. Using NextGen platforms, she and her team 
are determining the extent and structure of genetic variation in influenza virus 
populations sampled within individual hosts, and variant transmission. In 2011, 
citing the creativity and collaborative nature of her work and her contributions 
to parasitology and virology, the MacArthur Foundation recognized Dr. Ghedin 
with its fellowship award.

Jack A. Gilbert, Ph.D., earned his Ph.D. from Nottingham University, United 
Kingdom, in 2002, and received his postdoctoral training in Canada at Queens 
University. He subsequently returned to the United Kingdom in 2005 and worked 
for Plymouth Marine Laboratory at a senior scientist until his move to Argonne 
National Laboratory and the University of Chicago in 2010. Dr. Gilbert is an En-
vironmental Microbiologist at Argonne National Laboratory, Adjunct Professor 
in the Department of Ecology and Evolution at the University of Chicago, and 
Fellow of the Institute of Genomic and Systems Biology. Dr. Gilbert is currently 
applying next-generation sequencing technologies to microbial metagenomics 
and metatranscriptomics to test fundamental hypotheses in microbial ecology. 
He has authored more than 70 publications and book chapters on metagenomics 
and approaches to ecosystem ecology. He has focused on analyzing microbial 
function and diversity, with a specific focus on nitrogen and phosphorus cycling, 
with an aim of predicting the metabolic output from a community. He is currently 
working on generating observational and mechanistic models of microbial com-
munities associated with aquatic and terrestrial ecosystems. He is on the board of 
the Genomic Standards Consortium (www.gensc.org), is an editor for PLoS ONE 



APPENDIX E	 399

and the ISME Journal, and is co-leading the Earth Microbiome Project (www.
earthmicrobiome.org).

Peter Girguis, Ph.D., is currently a John L. Loeb Associate Professor of Natural 
Sciences at Harvard University and an Adjunct Research Engineer at the Mon-
terey Bay Aquarium Research Institute. His research focuses on the ecological 
physiology of microbes that live in extreme environments, to better understand 
the role they play in mediating deep ocean carbon and nitrogen cycling. He is 
particularly interested in the physiological and biochemical adaptations (adaptive 
traits) to life in anaerobic environments. His work on microbial fuel cells has 
furthered our understanding of how microbes generate energy using solid-state 
minerals as electron acceptors and—in collaboration with colleagues around the 
world—has led to the development of systems that enable energy to be harnessed 
and used from the environment.

He received his B.Sc. from the University of California, Los Angeles, where 
he also worked with Drs. David Chapman and William Hamner. He received his 
Ph.D. from the University of California, Santa Barbara, where he worked with 
Dr. James Childress on the physiological and biochemical adaptation of deep-sea 
hydrothermal vent tubeworms and their microbial symbionts to the vent environ-
ment. He did his postdoctoral research at the Monterey Bay Aquarium Research 
Institute with Dr. Edward Delong on the growth and population dynamics of 
anaerobic methanotrophs.

Susan Huse, Ph.D., is an Assistant Research Scientist at Josephine Bay Paul 
Center for Comparative Molecular Biology and Evolution, Marine Biological 
Laboratory, Woods Hole, Massachusetts. She studies microbial diversities, popu-
lation structures, evolution, and bioinformatics. Her research is in the role of the 
microbiome in human health and disease. She is looking to define what is “nor-
mal” in the human mouth and gut within the context of a great level of interper-
sonal microbiome variation. Evaluating changes from the “normal healthy” state 
are critical for understanding health, dysbiosis, and host-microbiome interactions. 
Her collaborations have included projects describing the progression of pouchitis 
in inflammatory bowel disease patients, the impacts of antibiotics, and the effects 
of changing dentition. She has also been active in developing and advancing best 
practices for the use of 16S ribosomal RNA gene for studying microbial com-
munities, starting with her participation in the first paper that used the 454 tag py-
rosequencing for studying microbial ecology and the rare biosphere. In addition, 
she published the first assessment of how to filter low-quality 454 sequence data 
and developed a new method for assigning taxonomy to these tags (GAST). She 
also demonstrated that the accepted standard method of clustering 16S rRNA tags 
for taxonomic-independent methods of evaluating microbial communities was 
overestimating microbial diversity and underestimating the similarities between 
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communities, and developed the SLP clustering method to more closely estimate 
the true diversity and inter-community similarities.

Paul Keim, Ph.D., holds the Cowden Endowed Chair in Microbiology at North-
ern Arizona University (NAU), where he is also a Regents Professor of Biology. 
In addition, he is now a Professor and Director of the Pathogen Genomics Divi-
sion at The Translational Genomics Research Institute (TGen). He is an affiliate 
researcher at the Los Alamos National Laboratory, where he has been engaged 
in national security research since 1993. Dr. Keim received his B.S. in biology 
and chemistry from Northern Arizona University in 1977 and his Ph.D. in botany 
from the University of Kansas in 1981. His NAU laboratory was heavily involved 
in analysis of evidentiary material from the 2001 anthrax-letter attacks for the FBI 
and the Department of Justice. His work has helped lead to the development of a 
new scientific field known as microbial forensics. He has published extensively 
on the evolution and population genetics of Bacillus anthracis, Yersinia pestis, 
Francisella tularensis, Burkholderia pseudomallei, Burkholderia mallei, Brucella 
spp., and Coxiella burnetii. Recently, these same scientific principles have been 
applied to other public health and clinically important pathogens such as Vibrio 
cholerae (cholera in Haiti), S. aureus, and E. coli.

Folker Meyer, Ph.D., is a Computational Biologist at Argonne National Labora-
tory and a Senior Fellow at the Computation Institute at the University of Chi-
cago. He was trained as a computer scientist and with that came his interest in 
building software systems. He now is interested in building systems that further 
our understanding of biological data sets. In the past he has been best known for 
his leadership role in the development of the GenDB genome annotation system 
and the design and implementation of Bielefeld University’s high-performance 
computing facility. Currently he is most interested in comparative analysis of 
large numbers of microbial genomes.

Mark Pallen, M.D., Ph.D., is a medically qualified microbiologist (M.D., Ph.D.), 
educated at Cambridge and in London. Since 2001, he has been Professor of Mi-
crobial Genomics at the University of Birmingham. Dr. Pallen’s research interests 
span bioinformatics, bacterial protein secretion, and bacterial pathogenomics. 
In recent years, his attention has focused on the application of high-throughput 
sequencing to medical microbiology, particularly genomic epidemiology, 
sequence-based approaches to surveying complex microbial communities, and 
new bench-top sequencing platforms. In the summer of 2011, Dr. Pallen’s group 
kick-started and guided an open-source genomics programme on the German E. 
coli outbreak strain, which included innovative crowdsourcing of analysis and 
culminated in a New England Journal of Medicine paper. More recently, Dr. 
Pallen has published a performance comparison of bench-top sequencers ap-
plied to the German outbreak strain. Dr. Pallen is author of The Rough Guide to 
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Evolution, a wide-ranging introduction to this topic, and is currently writing a 
book titled The Last Days of Smallpox.

Julian Parkhill, Ph.D., is a Professor in pathogen genomics at the Sanger In-
stitute. Since joining the Sanger Institute in 1997, he has been involved in the 
genomic analysis of a large number of bacteria from a wide diversity of genera, 
including Bordetella, Burkholderia, Campylobacter, Chlamydia, Clostridium, 
Corynebacterium, Escherichia, Haemophilus, Mycobacterium, Neisseria, Salmo-
nella, Staphylococcus, Streptococcus, Yersinia, and many others.

His current research uses very high-throughput sequencing and phenotyping 
technologies to understand the evolution of bacterial pathogens on short and long 
time scales, how they transmit between hosts on a local and global scale, how 
they adapt to different hosts, and how they respond to natural and human-induced 
selective pressures.

Dr. Parkhill gained his Ph.D. in 1991 from the University of Bristol through 
work on bacterial transcriptional regulation. He subsequently pursued post-
doctoral research at the University of Birmingham, first on bacterial transcrip-
tional regulation, and then on the transforming proteins of adenoviruses.

David Rasko, Ph.D., is an Assistant Professor in the Department of Microbiol-
ogy and Immunology and a member of the Institute for Genome Sciences. Dur-
ing his career he has developed expertise in comparative microbial genomics, 
bioinformatics, and functional genomics. Dr. Rasko has led comparative genome 
sequencing and analysis projects for important human diarrheal pathogens, fo-
cusing on Escherichia coli and Shigella species as well as Bacillus cereus group 
isolates including Bacillus anthracis. He has developed comparative bioinformat-
ics tools designed to characterize the genetic diversity in closely related bacterial 
isolates. Dr. Rasko was the first to publish a comparative genomic study that in-
cluded a genome reference from a true commensal, each of the six diarrheagenic 
E. coli pathogenic variants (pathovars) as well as representatives of the urinary 
tract and avian derived E. coli. Recent comparative genomic studies have focused 
on the development of genomic epidemiology tools for study of hundreds of 
enterotoxigenic E. coli and Shigella species isolates. These comparative works 
provide the framework for the continued functional study of the evolution of 
these pathogens, as well as functional studies of identified unique and conserved 
gene features as vaccine and therapeutic targets.

Kim Ritchie, Ph.D., is Senior Scientist and Manager of the Marine Microbiol-
ogy program at Mote Marine Laboratory, Florida. She is a molecular biologist 
investigating the microbial community structure of Florida coral reefs and its 
role in disease resistance. She received her Ph.D. in the laboratory of Thomas 
Petes studying telomere length regulation in 2000 followed by postdoctoral 
work at the Smithsonian’s Tropical Research Laboratory in Panama. Past work 
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includes identification and characterization of coral disease pathogens. Her cur-
rent studies include characterizations of symbiotic microfauna in multiple coral 
species (mountainous star coral, sea fan corals, threatened Elkhorn and staghorn 
corals) as well as culture-based studies on the production of anti-microbial and 
anti-fungal compounds produced by bacterial symbionts. Dr. Ritchie is also 
interested in dinoflagellate-bacterial interactions including the relationship be-
tween symbiotic bacteria and the coral dinoflagellate, Symbiodinium sp, and vital 
interactions between bacterial symbionts and the red tide causing dinoflagellate, 
Karenia brevis.

Erica Bree Rosenblum, Ph.D., is currently an Assistant Professor at University 
of California (UC), Berkeley, in the Department of Environmental Science Policy 
and Management. Research in the Rosenblum lab focuses on the evolutionary 
processes of speciation and extinction in changing environments. One current 
emphasis is on the impact of emerging infectious diseases on wildlife. To address 
questions across spatial and temporal scales, Dr. Rosenblum’s research uses in-
tegrative methods, and she is involved in a number of interdisciplinary initiatives 
including the Berkeley Initiative for Global Change Biology and the NSF Bio/
computational Evolution in Action CONsortium Center (BEACON). The Rosen-
blum lab is also highly invested in scientific outreach and facilitates a number of 
activities to improve public understanding of science including a “Save the Frogs 
Day” for pre-school students and a “Lizard Camp” for middle school students. 
Her research has been featured broadly in the popular press including in the New 
York Times, Science magazine, the Discovery Channel, National Public Radio, 
and Ranger Rick magazine.

Dr. Rosenblum conducted her Ph.D. research at UC Berkeley in the De-
partment of Integrative Biology and her postdoctoral research at the Lawrence 
Berkeley National Lab in the Department of Genomics.

Tim Stearns, Ph.D., is a Professor in the Stanford University Department of 
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